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Supervisor’s Foreword

Multimedia content analysis has attracted extensive attention in the multimedia and
social media research communities. Its goal is to reveal the semantic information
intelligently. Zechaos’ Ph.D. work focuses on understanding-oriented multimedia
content analysis from the low-level visual representation to the high-level semantic
understanding. As a key member of my group, he made a number of significant
contributions in his research work. He investigated advanced multimedia content
analysis approaches and proposed understanding-oriented multimedia content
analysis approaches, including data representation (feature selection and feature
extraction), tag recommendation, and multimedia news services. He directly inte-
grated the visual understanding and learning models into a unified framework. The
visual understanding guides the model learning while the learned models improve
the visual understanding. The inspiring idea of understanding-oriented multimedia
content analysis has been recognized as opening up possibilities to challenging
multimedia content and context understanding. The proposed structured subspace
learning framework has been successfully generalized to social image under-
standing, (semi-) supervised classification and clustering. His work has brought in
new thoughts and disruptive models in understanding multimedia data. I believe
that this book will benefit researchers and students conducting research on multi-
media computing and social multimedia analysis.

Beijing, China
January 2017

Prof. Hanqing Lu
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Preface

The amount of today’s multimedia contents explosively grows due to the popu-
larization and rapid growth of digital mobile devices and social media tools. To
efficiently analyze and understand the multimedia content is still a challenging task.
Over the past decade, many advanced methods have been proposed in the literature,
including a few books on this topic. However, there is no book offering a systematic
introduction to multimedia content analysis towards an understanding-oriented
approach. Therefore, this book will focus on a novel “understanding” framework
for multimedia content interpretation. This book offers a systematic introduction to
multimedia content analysis towards an understanding-oriented approach. It inte-
grates the visual understanding and learning models into a unified framework,
within which the visual understanding guides the model learning while the learned
models improve the visual understanding. More specifically, the book presents
multimedia content representations and analysis including feature selection, feature
extraction, image tagging, user-oriented tag recommendation, and understanding-
oriented multimedia applications. By providing the fundamental technologies and
the state-of-the-art methods, this book will be of interest to graduate students and
researchers working in the field computer vision and machine learning.

Chapter 1 introduces the background, challenges, and progresses of
understanding-oriented multimedia content analysis. Chapters 2 and 3 introduce
some works of understanding-oriented data representation. The personalized tag
recommendation work is detailed in Chap. 4, followed by understanding-oriented
multimedia news services in Chaps. 5 and 6. Chapter 7 concludes the book by
summarizing the major points and identifying the future works.

Nanjing, China Zechao Li
January 2017
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Notations

Throughout this book, the lowercase italic letters (i.e., i, j, n, etc.) and the uppercase
italic letters (i.e., A, B, M, etc.) denote scalars, while the bold uppercase characters
(i.e, W, X, etc.) and the bold lowercase characters (i.e, a, x, etc.) are utilized to
denote matrices and vectors, respectively. For any matrix A, ai means the i-th
column vector of A, ai means the i-th row vector of A, Aij denotes the ði; jÞ-element
of A and Tr½A� is the trace of A if A is square. AT denotes the transposed matrix
of A. The Frobenius norm of a matrix A 2 R

m�n is defined as kAk2F ¼
Pm

i¼1

Pn
j¼1 A

2
ij ¼ Tr½ATA�. The ‘2;p-norm ( p 2 ð0; 1�) of A is defined as

kAk2;p ¼
Xr

i¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffi
Xt

j¼1

A2
ij

v
u
u
t

0

@

1

A

p0

@

1

A

1
p

¼
Xr

i¼1

kaikp2
 !1

p

: ð1Þ

Note that in practice, kaik2 could be close to zero. For this case, we can follow
the traditional regularization way and define Dii ¼ 1

kaik2 þ e, where e is very small

constant. When e ! 0, it is easy to verify that 1
kaik2 þ e approximates 1

kaik2.
Furthermore, let Im denote the identity matrix in R

m�m.
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Chapter 1
Introduction

Abstract Multimedia content analysis is to understand the semantic information
of multimedia data (such as text, image, audio, video, etc.). It is reasonable and
necessary to develop understanding-oriented multimedia content analysis and incor-
porate model learning and understanding into a unified framework. In this chapter,
we will first present an overview of multimedia content analysis and understanding,
introduce the challenges and progresses in this field, and then describe the specifi-
cations of understanding-oriented multimedia content analysis. Finally, we give the
organization of this book.

1.1 Multimedia Analysis and Understanding

With the popularity of intelligent devices (e.g., smart phones) and social media
websites (e.g., flickr.com, youTube.com, etc.), multimedia data, especially images
and videos, have been explosively increasing and playing an important role in our
daily work and life. Taking facebook.com as an example, it reported in November
2013 that there are about 350million images uploaded daily. There are 100h of video
uploaded to YouTube every minute, resulting in an estimate of more than 2billion
videos totally by the end of 2013. This significantly extends the scope and application
areas of multimedia. For example, Tencents free messaging and calling tool, Wechat,
has attracted more than 300million users in less than 2years, which is tending to
replace the traditional short message service (SMS). To say the least, we are really
now living in a media world. Thereupon, it is necessary to develop approaches to
intelligently analyze and understand the massive multimedia data.

Multimedia content analysis and understanding is to analyze and understand mul-
timedia data (such as image, video, audio, graphic, etc.) using approaches from
machine learning, artificial intelligence, and pattern recognition communities [7,
13]. In literatures, multimedia content analysis and understanding is deemed as a
cross-disciplinary research area concerning with the intersection of image process-
ing, computer vision, machine learning, artificial intelligence, pattern recognition,
data mining, etc. It involves with techniques in visual/auditory physiology, signal
processing, computer vision, information retrieval, etc. [43]. As shown in Fig. 1.1,

© Springer Nature Singapore Pte Ltd. 2017
Z. Li, Understanding-Oriented Multimedia Content Analysis, Springer Theses,
DOI 10.1007/978-981-10-3689-7_1
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2 1 Introduction

Fig. 1.1 Illustration of
multimedia content analysis
and understanding

there are usually three steps for multimedia content analysis and understanding, i.e.,
data representation, semantic mapping, and semantic applications. To better imple-
ment these three steps, it is necessary to analyze the characters of multimedia data.

• Big data. Multimedia is increasingly becoming the “biggest big data” as the most
important and valuable source for insights and information. It covers from every-
ones experiences to everything happening in the world. As such, multimedia big
data is spurring on tremendous amounts of research and development of related
technologies and applications.

• Social data. Currently, multimedia data are mainly created and uploaded by users.
Users can tag and commend on the uploaded multimedia data. Besides, there are
rich metadata associated with multimedia data in the social sharing websites, such
as EXIF, GPS, user, group, etc. That is, there are rich social context information
associated with multimedia data.

• Heterogenous data. Multimedia data contain multiple types of data, such as text,
image, audio, video, etc. The same semantic can be described by data from differ-
entmodalities. Essentially, data fromdifferentmodalities have different properties,
and they are heterogenous. Besides, social multimedia data have more heteroge-
nous information, such as GPS information, user-provided tags, users’ comments,
and the group information.

By considering the above characters, researchers have devoted substantial atten-
tion to developing methods for multimedia content analysis and understanding, such
as data presentation [1, 18, 35, 40, 52, 55], metric learning [15, 21, 25, 39, 49],
hashing [5, 30, 47, 48, 54], tag refinement and assignment [2, 22, 28, 50], semantic
segmentation [26, 27, 32, 33, 36], and retrieval [6, 23, 45]. Thanks to thewide preva-
lence of multimedia data and the increasing demands for multimedia services, there
has been a growing number of research on multimedia analysis and understanding,
evidenced by both the volume of papers produced each year.

In spite of this, it is challenging to intelligently understand the multimedia con-
tent. It is well known that multimedia data are usually represented by the low-level
features, such as images are described by the low-level visual features. There exists
the well-known “Semantic Gap” [8], which is defined as the difference between the
information that one can extract from the visual data and the interpretation that the
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same data have for a user in a given situation. Besides, it is a challenge that how to
uncover a better representation for multimedia data.

• Multimedia Data Representation.Multimedia data can be described by a variety of
visual features, which are often quite different from each other. The dimension of
data feature space is becoming increasingly large. It is inevitable to introduce noisy
and/or redundant features. The effectiveness and efficiency of learning methods
drop exponentially as the dimensionality increases, which is commonly referred
to as the “curse of dimensionality” [16]. Therefore, it is a fundamental problem
to find a suitable representation of high-dimensional data [4], which can enhance
the performance of numerous tasks, such as multimedia analysis.

• Semantic Mapping. Due to the well-known semantic gap, it is challenging to
identify better semantic mappings from the low-level feature space to the high-
level semantic space. On the other hand, social multimedia data have rich context
information, such as user-provided tags, users’ descriptions, users’ comments,
GPS information, EXIF information, etc. It is beneficial for reducing the semantic
gap to explore social context information, which can help to learn better semantic
mappings.

• Multimedia Understanding. The ultimate goal is to understand the semantic infor-
mation of multimedia data according to the corresponding application. With the
proliferation of multimedia data, many interesting multimedia applications have
been designed, such as mobile product retrieval, clothing retrieval [11, 29], mul-
timedia news retrieval, recommendation [17, 37, 38], etc. Therefore, we should
develop understanding-oriented approaches for the applications, which may help
to attract more users and bring in bigger gains.

1.2 Challenges and Progresses

Although many previous methods have been proposed to address the problems of
multimedia content analysis and understanding, there are some challenges for mul-
timedia understanding and potential applications.

Multimedia Big Data. Multimedia is increasingly becoming the “biggest big dat,”
which brings in new challenges. First, the traditionalmethods trained on a small-scale
training set may cease to be effective for the multimedia big data. Second, for small
data, it takes acceptable time to learn models. Unfortunately, it may take much time
to deal with the multimedia big data. Consequently, how to efficiently and effectively
deal with multimedia big data is important, and there is also an abysmal lack of new
methods adaptively to multimedia big data.

Understanding-oriented Representation. Traditional features of multimedia data
are extracted independent from the follow-up understanding tasks. From the per-
spective of representation, the features of multimedia data are always noisy and/or
redundant, and the dimension of features is becoming increasingly high. For the
hand-crafted features, people manually design a feature extraction pipeline by the


