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Preface 

This volume contains a series of articles which present new developments in 
the mathematical modeling, numerical simulation and optimization as well as 
the experimental characterization of complex processes in Physical Chemistry, 
Astrophysics and Environmental Physics. 

The presented results have grown out of work done in the Sonder-
forschungshereich 359 (SFB 359) 'Reactive Flow, Diffusion and Transport' 
at the University of Heidelberg in which mathematicians, chemists and physi­
cists collaborated on developing new methods for a better understanding of 
complex chemical and physical processes. The long-standing support by the 
German Research Foundation (DFG) is gratefully acknowledged. 

The SFB 359 was established 1993 under the umbrella of the Interdisci­
plinary Center for Scientific Computing (IWR) and ended on December 31, 
2004. It had about 100 members, i.e., senior scientists, post-docs and PhD 
students, who belonged to 10 of the 32 research groups of IWR. The research 
program of SFB 359 concentrated on mathematically based models for phys­
ical and chemical processes which share the difficulty of interacting diffusion, 
transport and reaction. Typical examples from Physical Chemistry are chem­
ical reactions in flow reactors and catalytic combustion at surfaces, both re­
quiring the consideration of multidimensional mass transport. In Astrophysics 
realistic modelling of star formation involves diffusive mass transport, energy 
radiation, and detailed chemistry. Processes of similar complexity occur in En­
vironmental Physics in modeling pollutant transport in soil and waters. The 
central goal has been the development of solution methods for such problems 
which are theoretically supported and generally applicable. 

According to the research program of SFB 359 the articles in this volume 
are organized in chapters as follows: 

I. Mathematical analysis for transport-reaction systems 
The articles in the first chapter deal with the analysis of fluid flows and free 
boundaries, and nonlinear evolution processes, including geometry aspects. 
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II. Navier-Stokes equations and chemical reactions 
In the second chapter new numerical approaches are described for solving mul­
tidimensional reactive flow problems by adaptive finite element methods with 
emphasis on mesh and model adaptivity combined with multigrid techniques 
and parallel processing. 

III. Optimization methods for reactive flows 
The third chapter presents new developments in numerical optimal con­
trol, e.g., robust parameter estimation, optimal experimental design, par­
tially reduced SQP methods, and adaptive finite element methods for PDE-
constrained optimal control problems. 

IV. Chemical reaction systems 
The fourth chapter is concerned with numerical and experimental methods 
for the determination of kinetic parameters in laminar flow reactors, and the 
characterization and optimization of reactive flows in catalytic monoliths and 
on catalytically active surfaces. 

V. Turbulent flow and combustion 
The articles in the fifth chapter present results of the numerical simulation 
of turbulent flows by a multigrid LES method, of turbulent non-reacting and 
reacting spray flows, and of transport and diffusion processes in boundary 
layers of turbulent channel flow. 

VI. Diffusion and transport in accretion discs 
The sixth chapter deals with the evolution of proto-planetary disks includ­
ing detailed chemistry and mineralogy and the efficient numerical solution of 
multidimensional radiative transfer problems. 

VII. Flows in porous media 
In the seventh chapter analytical and computational multiscale methods are 
presented for treating reactive flows in porous media and boundary and inter­
face processes. An application is lake dynamics which involves the numerical 
simulation and experimental study of unsaturated water flow in heterogeneous 
systems. 

VIII. Computer visualization 
This last chapter contains descriptions of software tools for the computer 
visualization of numerical data resulting from computer simulations: the in­
teractive VTK-based graphics packages HiVision and VisuSimple, and a tool 
for efficient volume rendering in scientific applications. 

Heidelberg, Willi Jdger 
September 2006 Rolf Rannacher 

Jurgen Warnatz 
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Part I 

Mathematical Analysis 
for Transport-Reaction Systems 



Preamble 

This chapter contains two articles which are concerned with the theoretical 
analysis of nonlinear evolution systems. 

The first article "Fluid flows and free boundaries" gives an overview of 
results concerning viscous fluids with a free boundary modeling, for example, 
the motion of water with a water-air interface. The relevant tools and the 
major problems in the analysis of the corresponding equations are described. 
The focus is on results that concern existence, analysis of spectra, bifurcation, 
contact angles, coupling with elastic materials, and asymptotic behavior. 

The second article "Nonlinear evolution equations and applications" deals 
with special kinds of evolution processes such as occurring in modeling the 
interaction of biological species in so-called "gradostats". The main issues of 
this study are persistence results for species competition, bifurcations, and 
coexistence equilibria. Another central aspect is the evolution of shapes if 
geometry plays a role. Set-valued maps are considered for describing evolution 
in metric spaces and Aubin's concept of mutational equations is extended. 



Fluid Flows and Free Boundaries^ 

B. Schweizer^, S. Bodea'^, C. Surulescu'^, and I. Surovtsova^ 

^ Mathematisches Institut, Universitat Basel 
^ Institut fiir Angewandte Matheniatik, Universitat Heidelberg 

Summary. We give an overview over results concerning viscous fluids with a free 
boundary, modelling e.g. the motion of water with a water-air interface. We describe 
the relevant tools and the major problems in the analysis of the corresponding equa­
tions. Our focus are results that concern existence, analysis of spectra, bifurcation, 
contact angles, coupling with elastic materials, and asymptotic behavior. 

1 Introduction 

Due to their frequent appearance in physical or biological applications, sys­
tems involving phase boundaries or multiple-fluid flow are a fastly developing 
fleld in mathematical analysis. In this contribution we are concerned with a 
fluid tha t is described by the incompressible time-dependent Navier-Stokes 
equations and which exhibits a free boundary. The difficulty in these prob­
lems is tha t the domain which is occupied by fluid is not given in advance. 
Instead, the domain in which the equations are satisfled must be determined 
as a part of the problem. 

We start this contribution by sketching the fundamental techniques for 
existence results in section 2. We will see why spaces of regular function are 
used and why the results are necessarfly local in nature. AU this is done for 
fluid flow in a domain with a free surface and with surface tension included. 
We will then go beyond the s tandard setting and describe some of the further 
results tha t were acchieved within this project. In section 3 we sketch results 
on the spectrum of the linearized operator and on bifurcations. In section 4 
we indicate how the coupling with a second material can be analyzed. We see 
this contribution also as an opportunity to describe some older results from 
todays perspective. 

*This work has been supported by the German Research Foundation (DFG) 
through SFB 359 (Project Al) at the University of Heidelberg. 
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2 Existence Theories 

In this contribution we will always assume that the domain in which the fluid 
equations are posed is of a simple form. We denote the unknown domain by 
i? = i7t and assume that the free boundary can be written as a graph with 
a height function h, that is, we consider fit = {{S:,X3)\H < X3 < h{x,t)}. 
We will describe three- as well as two-dimensional results. In order to do so, 
we let X denote either a real variable, a; = rci G R, or a point in the plane, 
X = (xi,X2) e M .̂ We wiU indicate the range of apphcability in the results. 

The range for x will be most of the time a bounded domain, that is x G 
(0,1) or X e (0, l)'^, depending on the dimension. In the case of a bounded 
domain we assume periodicity conditions on the lateral boundaries, that is, 
the height extends to a periodic function on R (or R^), and bulk quantities 
like velocity and pressure also extend to periodic functions in x. The depth 
is assumed to be constant, either with a finite value, H < 0, or set to be 
H = —00. The Navier-Stokes equations with viscosity Ĵ  > 0 are posed on 
fi = Qt,m three dimensions 

dtv - vAv + [v • V)v + Vp = 0, (1) 

V • u = 0, (2) 

and the boundary conditions on F = Ft = graph(/i(., t)) are 

dth - V3 +dihvi +d2hv2 =0, (3) 
dnVr + drVn = 0, (4) 

p - 2ud^v^ + I37i{h) = g. (5) 

Equation (4) must hold for all tangential vectors T, here and below n is the 
exterior normal to the domain. In addition, we are given initial values for v 
and h, 

w(.,0)=wo, /?.(.,0) = /7.o. (6) 

In the boundary conditions, equation (3) is the kinematic condition. It ex­
presses that the boundary moves with the fluid and is always parametrized 
by h. The equation can be derived by differentiating the relation Y{t) = 
h{X{t),t) for Lagrangian coordinates {X,Y) with respect to time, and using 
dt{X,Y) = {VI,V2TV3). Equations (4) and (5) are the balance of forces on the 
free boundary for the tangential and the normal components, respectively. 
The expression 7i(/i) stands for the mean curvature of the curve or surface 
given by /i, 

V,^/i(x,t) \ 
n[h)[x,t) = v. V l + |V,/7,(,T,t)|2 

Note that, if applied to /i, the gradient is understood as a gradient in the 
horizontal (re-) directions, only. The number /3 > 0 is the physical parameter 
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for the surface tension. In the case of a finite depth, we impose a no-shp 
boundary condition on the bot tom, u = 0 on the hue {xs = H}. 

Existence theories for the above equations are restricted to local results. 
They are either local in t ime or they are results for small initial values (initial 
domains close to a reference domain and small initial velocity). Judging from 
current methods, a non-local existence result seems to be out of sight. We wiU 
come back to this point in subsection 2.4. But first, we have to sketch the 
s tandard approach to existence theories, which is via linearized equations. 

2.1 Lineariz ing t h e E q u a t i o n s 

The above system is nonlinear: it contains the convective term, the mean cur­
vature TC is nonlinear, and the domain depends on the solution. The last point 
implies tha t we can not even define a sum of two solutions, since, in general, 
they live on different domains. The nonlinearity created by the changes in 
the domain turns out to be of higher order than the other two nonlinearities 
and poses the main difficulty in existence results. Typically, it is t reated as 
follows. Given an initial domain i7o which is close to a reference domain R 
(we assume in the following tha t i? is a rectangle), we prescribe how to con­
struct from the height function h{.,t) a parametrizat ion of the domain Of by 
X{.,t) : R -^ fit- Then, in the easiest case, we set 

v:Rx{{),T)^m?, v{x,t) := v{X{t),t), (7) 

and similar for the pressure p to find p : R ^ W. Transforming the differential 
operators into the X-coordinates, we find equations for v and p on the rect­
angle R, the boundary values are coupled to the unknown h. The system is 
now posed on the reference domain R. We can linearize all terms in the trivial 
solution and separate linear terms from the higher order terms, collecting the 
linear terms on the left hand side. Omitt ing the hat, the equations now read 

dtv - vAv + Vp = f, (8) 

V •v = d, (9) 

with boundary condition on E := {{x,y) £ dR\y = 0} , 

dfh -V3= 50, (10) 

dsVi + diV3 = Qi, i = l , 2 , (11) 

p-2vd3V3+f3A^h = g3. (12) 

Additionally we have an initial condition for v and h. The right hand side has 
to be understood as nonlinear terms, / = f{v,p, h), d = d{v,p, h) etc. 
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2.2 T r e a t m e n t of t h e N o n l i n e a r E q u a t i o n s 

Once we have the nonhnear system in the form (8)-(12), there is a natural 
choice of an iteration scheme to t reat the nonlinearity. One tries to find an 
existence result and regularity estimates for the linear system (8)-(12) where 
f,...,gs are assumed to be given, time-dependent quantities. This defines a 
solution map S : ( / , ...,173) 1-̂  {v,p,h). An iteration is then constructed by 
composing the evaluation of the nonlinear terms with the solution operator, 

(w^/,/?. '=) ^ (/(^'^p^/?. '=), . . . ,53(w^/ , /? . ' ' ) ) ^ ( f*^+ \ /+ \ / ? . '=+ i ) . ( i s ) 

It is shown for many situations tha t this iteration is contractive for small 
T > 0, i.e. a small time interval. 

A transformation preserving the solinoidal structure 

The transformation chosen in (7) introduces nonlinear terms in all the equa­
tions (8)-(12). We will see tha t it is desirable in the iteration to have vanishing 
right hand sides d and QQ. One can actually chose a transformation replacing 
(7) such tha t d = Q and 50 = 0. This transformation was exploited e.g. in [1], 
[5], [7], [8], [10]. One sets J := detDX and 

v{x) := J{x){DX{x))-^ • v{X{x)). (14) 

One may show with a direct calculation tha t -0 is again divergence-free. A 
calculation which provides more insight and which is much shorter exploits 
tha t V can be interpreted as the pull-back of a differential form. In three 
dimensions one identifies v with the closed 2-form V = vi {dy2/\dyz)+V2 {dysA 
dyi) + V3 [dyi A dy2) =: v • dSy. We can then define ii as the coefficients of the 
form V := X*V = v • dSx- As a pull-back, V is again a closed form and thus 
ij is divergence-free. In order to calculate the coefficients, we use an arbitrary 
1-form A = Al dyi + A2 dy2 + A3 dy3 to calculate two pull-backs under X, 

V AX = '^Vi Xidyi A dy^ A dys, 
i 

X* {V A X) = ' ^ Vj Xj J dxi A dx2 A dxs 

3 

X*{V A A) = X*V A X*X = {v dS^) A Y^ Xj dkXj dxk = X ] *fe ̂ 1 ^^Xj. 
j,k j.k 

Comparing the last two expressions we find (14) for i). 
As indicated, this transformation has actually a second advantage. If the 

parametrization X is chosen with A' i (xi , X2, X3) = xi and X2(x i , X2, X3) = X2, 
then, at the upper boundary of the rectangle, where A'3(xi,.1:2,0) = h{xi,X2), 

1 0 0 \ / 9 3 X 3 0 0 ' 
i^X = I 0 1 0 , DX-^ = —— 0 53X3 0 

8111821183X3 ^3^3 \-81h-82hl 
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Hence the vertical component of v is 

""3 = {-dih, -d2h,l) • V, 

which transforms (3) into dfh = its, and thus we have go = 0 m (10). We 
will see in the next subsection that vanishing nonlinearities d and go mean 
a great simplification if we want to make the iteration (13) well-defined and 
contractive. 

2.3 Estimates for the Linearized System 

The method described above restricts us in the choice of function spaces. 
In order to have well defined evaluations such as {v,p,h) ^ / in (13), we 
must seek solutions in spaces of regular functions. In order to have energy 
estimates (or Fourier methods) available, we chose the scale of Sobolev spaces 
H'^ = W'^''^ based on the Hilbert spaces L^. 

A typical choice of function spaces is the following. With r G N we seek 
for v{t) e H'iR), p{t) G H'-^iR), and h{t) G H''+^/^{E) for almost every t G 
(0,T). With this choice, we can associate to each small height function h{.,t) 
a parametrization X{.,t) e i7''+^(_R). By choosing the natural number r large 
enough, we achieve that the evaluation of all nonlinear terms is well defined. 
For large r (r > 3 in three space dimensions) we additionally achieve that the 
order of the nonlinearity coincides with the maximal number of derivatives. 
For example, if the nonlinearity contains second derivatives of v and only first 
derivatives of X, then the nonlinearity defines a map H^ x ^ff+^Z^ -^ H^~'^. 

Energy estimates 

The estimates for the linear system are always based on the following obser­
vation which exploits the energy estimates for the linearized system. Let us 
assume that {v,p, h) solves the linear system on the bounded rectangle R. We 
assume that we have performed a Fourier-Transform in time such that the 
differential operator dt is replaced by the multiplication with A G R, which 
is the dual variable to time. To have transparent calculations, we assume to 
have a general / , but vanishing right hand sides in the other equations and 
u=l. 

Since the boundary conditions in (11) and (12) contain entries of the sym­
metrized gradient Dv := [Vw -I- (V'u)"^]/2, we use Dv also in integrations 
by parts. Multiphcation of (11), that is, of \v — Av + Vp = / with v and 
integrating over R yields 

A / \v\^ + 2 / \Dv\^ + n-{p- 2Dv) •v= / fv. (15) 
JR JR JE JR 

Inserting the boundary conditions (11) and (12), which take the form ea • {p — 
2Dv) = —pAxhes, we find 
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A / \v\' + 2 / \Dv\'- / pAJiv^= / fv. (16) 
JR JR JE JR 

Using now (10) in the form v^ = \h and with a multiplication by A we have 

A2||«||2 +2A / \Dv\'' + \^(3 [ \VJi\^<\\\v\\L2(R)\\f\\L^.(Ry (17) 
JR JE 

This provides the resolvent estimate 

\\V\\L^R} + \\h\\HHE) < jWfh^R}- (18) 

In order to have additionally regularity estimates, one first differentiates equa­
tion (11) in a horizontal (x-) direction, and then multiplies with v. Korn's 
inequality yields L^(ii!)-estimates for all second derivatives of v if at least 
one derivative is in tangential direction. This provides the desired regular­
ity of boundary values of v. We can therefore exploit the regularity re­
sults for the stationary Stokes system —Av + Vp = f — Xv which imply 
\\V\\H'^ + \\P\\H'^ < C\\f — \V\\L2. At this stage one finaUy determines the regu­
larity of the height function h. Since Axh coincides with (a sum of) traces of 
p and first derivatives of v, we have A^h £ H^/'^{E) and hence 

hWn^ + \\p\\m + \\h\\H-2+i/-2(s) < C | | / I IL2 . (19) 

By differentiating with respect to horizontal directions more than once, one 
can raise the power of the Sobolev space by any natural number. 

Interpretations of the Energy Estimates 

Based on inequalities (18) and (19) there are different ways to construct so­
lutions to the linear equations with maximal regularity. Beale carries out in 
[1] the concept of a Fourier-transform in time. In this setting, regularity es­
timates and resolvent estimates for the Fourier-transform w : R ^ L^(i?, M") 
yield corresponding estimates for the solution, 

(A ^ At;(A)) G L^{^, L\R, M " ) ) => dtv G L^R, L^R, M")). 

As such, these imphcations hold for smooth maps that vanish on the negative 
time-axis. In order to deal with general initial values, extensions of the initial 
values with maximal regularity must exist. 

Another approach is to phrase the problem in the language of semigroup 
theory. There are two difficulties to be circumvented. One problem is that no 
time derivative of the pressure appears in the equations. To deal with this 
problem one can use the operator of harmonic extensions. Let us denote by 

P : H'^+^/^iS) -^ H'^+\R), ip^u, where Au = 0, U\E V, 
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such that u vanishes on the bottom and has a periodic extension. In the hnear 
equations (we assume V • f = 0 for simphcity), we find that the pressure p is 
harmonic. Equation (12) with 53 = 0 then allows to replace everywhere p by 
V(2iyd3V3 - PA^h). We set 

jl^fA.^f -^v + VV{2vd3V3 - fiA^h) 

By chosing a space of divergence-free functions (here we exploit d = 0) and 
incorporating (11) through the choice of the domain of £, the problem takes 
the form 

i ( ; : ) -<; : )^a)^ <-> 
After these formal manipulations there appears a problem concerning the 
orders of differentiability. If we demand the base-space to be of the form 
i?'-(i?) X i?'-+i/2(i;), then we can invert C only on subspaces of the form 
H^~^{R) X H^~^''^(S). A way to deal with this problem is to exploit that also 
the right hand side in the second row, go, vanishes. With semigroup methods 
one can show 
Theorem 1. The operator L generates an analytic semigroup on a suhspace 
of X'' := H''{R) X W+^'^iS). Solutions of (20) with go = 0 and compatible 
initial values satisfy for f € C"{[0,T],X'^') maximal regularity estimates, 

{v, h) e C"([0, T], X'~+2) n Ci+"([0, T], X''). 

For r > 2 there exists a solution to the nonlinear equations in the same 
function spaces. 

We refer to [8] for a proof. 
It may be of advantage to keep all proofs as elementary as possible. In 

fact, Renardy avoids in [7] both the Fourier-transform and the semigroup 
theory. He finds energy estimates in the primary variables without using a 
variable A. Instead, estimates for \v are expressed as estimates for dfV, and 
the multiplication of the equation with A is replaced by a differentiation of 
the equation with respect to time. The existence of solutions is then shown 
with a time-discretized approximation. 

2.4 Obstacles to Existence Theories 

So far, we have outlined the standard approach to existence results for free 
boundary problems in fluid equations. We would like to emphasize that the 
quoted articles deal with additional topics and have goals beyond the sketched 
existence proof. In [1] an unbounded domain is treated. This introduces ad­
ditional difficulties, e.g. Korn's inequality fails in this case. In [7] an inflow 
condition is considered. This reduces the maximal regularity and we can not, 
as assumed above, increase the order of differentiability to arbitrary order by 
differentiating in a tangential direction. We come back to this point below. In 
[8], the semigroup methods are a tool to prove a Hopf-bifurcation theorem. 
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On the existence of solutions far from equilibrium 

We have claimed before tha t an existence resuh 'in the large' seems to be 
out of reach. We can now explain this s tatement concerning the s tandard ap­
proach sketched above. The s tandard approach needs function spaces of high 
regularity in order to have the nonlinearities well-defined as maps between 
the related function spaces. In [7] it was desirable to decrease the regularity 
as much as possible. Renardy achieved a result in which h{t) G i7^/^(Z') is 
bounded for aU t in the two-dimensional case (compare Theorem 9 of [7]). But 
this means, tha t h{t) must still be Holder continuous at all times. 

Without smallness assumption on the initial da ta one can perform the 
following thought-experiment. Starting from a dumbell shaped drop with a 
very thin neck, surface tension will create a high pressure within the neck. 
The fluid is pushed out and a pinch-off is expected. Indeed, calculations in [4] 
confirm this believe by providing a self-similar solution with pinch-off in finite 
time. In the moment of the topology change, the surface loses its regularity and 
the s tandard method fails. We can not even solve the problem by performing 
surgery: The geometry at the moment of the pinch-off, re-parametrized over 
two topological balls and interpreted as new initial values, does not provide 
the regularity tha t is needed for initial values in the s tandard approach. In 
particular, we can not expect regular a priori estimates beyond pinch-off. 

Regularity questions in the contact angle problem 

Less severe are the regularity problems in the contact angle problem. Still, 
the s tandard approach does not work in this case. Let us first describe the 
questions concerning the dynamic contact angle. In the easiest setting we 
study a two-dimensional domain with independent spatial variables {x, y) G 
R^. If the fluid is in contact with a solid material, say, at x = 0 and at 
X = 1, we have to pose conditions other than periodicity on the lateral walls 
Si = {{x,y) £ Q\x = 0} and E2 = {{x,y) G f2\x = 1}. A good choice turns 
out to be (for some 71 = —72 G R) 

u i = 0 on Si, ?: = l , 2 , (21) 

dxV2 - liV2 = 0 on Si, i = 1,2. (22) 

The first condition asserts tha t the fluid can not penetrate the wall, the second 
condition is the general Navier-slip condition in which the tangential velocity 
is proportional to the tangential stress across the wall. In order to complete 
the system it remains to pose boundary conditions for h, one choice is to 
consider a fixed angles 

a^/i(0) = -dxh{l) = a, (23) 

where a = tan(90° — OQ) and 6>o is the constant contact angle. Equation (1 ) -
(5) together with (21)-(23) are a complete set of equations for the dynamic 
contact point problem. 
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i I I 

Fig. 1. Flow field near the contact point, stationary and instationary case 

The reason to use (22) instead of the no-slip condition W2 = 0 (formally, 
7i = cx)) is tha t there are no solutions of finite energy (finite iJ^-norm) if we 
seek for -U2 7̂  0 on the upper surface and V2 = 0 on Z',. The regularization 
with the Navier-slip condition is s tandard in the context of coating problems. 

After the regularization we can expect a bet ter regularity of the solutions. 
But let us perform a formal calculation tha t indicates tha t one must be careful 
in expecting too much. Let us assume tha t we can evaluate all functions below 
in the point of contact (.x, y) = (0, /),(0, t ) ) , and tha t derivatives commute. We 
then find 

Q = dta = dtd,h{o, /i(o)) = d,dth{o, /i(o)) 
= 9^f2(0,/7.(0))= 71^2(0,/?.(0)). 

This means tha t the point of contact can not move, which is in contrast to 
physical experience (compare Figure 1; note tha t there is no problem in the 
stat ionary flow problem). On a mathematical level we find tha t we can not 
expect any estimates for v{t) G H'^[R). 

In particular we find: even with the regularization of the Navier-slip con­
dition, the s tandard approach to an existence result will fail. The regularity 
properties of solutions can not be increased by differentiating with respect to 
X, since then the boundary condition on S^ are lost. We can not hope for 
regularity estimates for v[t) in H^{R) for r > 2. 

Nevertheless, there is a positive statement for the dynamic contact angle 
problem, at least for a special choice of OQ. 

T h e o r e m 2. FOTOQ = 90°, 71 = —72 > 0, and compatible small initial values 
{vo, ho), there is a short time interval (0, T) and a solution to the contact angle 
problem on ( 0 ,T) . 

For the precise statement and the choice of function spaces we refer to [10]. 
To our knowledge, until today, this is the only well-posedness result for the 
dynamic contact angle problem. 

The proof of Theorem 2 consists in bringing together two facts. 
1.) Renardy developed in [7] a method tha t aUows to show existence results 
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for free boundary fluid problems exploiting only the regularity v{t) £ H", 
S G ( 1 , 2 ) . 
2.) In the case 6>o = 90° a reflection principle can be used to find resol­
vent estimates for the linear equations. To be more precise, one decomposes 
solutions of the linearized equation into a solution of a free boundary prob­
lem with dxV2\ijf = 0, and a solution of a Stokes problem for given dxV2\ijf-
The first contribution can be reflected across Ei to give a periodic solution, 
and the s tandard technique can be employed. An interpolation yields optimal 
estimates for the solution in H'^ for s G (1,2). Together with maximal regu­
larity results for the second contribution, one finds the resolvent estimates for 
the linear equations. The technique of Renardy allows to t reat the nonlinear 
problem. 

3 Eigenvalues and Bifurcations 

3.1 E igenva lues of t h e Linearized Free B o u n d a r y S y s t e m 

With £ being the generator of the linearized free boundary Stokes system, we 
now ask: 

Can we characterize the spectrum of the operator C7 

In this context it is helpful to use the language of semigroup theorey and to 
write the linearized system in the form (20). But we want to emphasize tha t 
this is only a convenient way to state results. One can as weU use the orig­
inal (homogeneous) linearized system (8)-(12) and investigate the following 
question: 

Can we characterize all values of A G C such tha t a solution of the 
form 

{v{x,y,t),p{x,y,t),h{x,y,t)) = {vo{x,y),po{x,y),ho{x,y)) e^\ 

exists for the linearized time-dependent problem? 

An investigation of the operator £ shows tha t , on a bounded spatial domain R, 
the operator C^^ is compact, hence the spectrum of £ consists of eigenvalues. 
In particular, the two questions above are indeed equivalent. Furthermore, the 
operator £ is a positive operator and every eigenvalue has a positive real par t . 

Let us first interpret the physical meaning of eigenvalues. A real eigenvalue 
A G M is necessarily positive and corresponds to an overdamped motion, i.e. 
to a solution tha t decays exponentially in a self-similar way without changing 
the sign of the similarity factor. Instead, a non-real eigenvalue corresponds 
to an oscillatory behavior. From physical reasoning we in fact expect such a 
behavior. Let us assume tha t we start with a sinusoidal height function h. The 
surface tension leads to a high pressure in the crest and a low pressure in the 
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trough. The fluid is accelerated and developes a flow-profile which corresponds 
to a transport of mass from the crest to the trough. The height-profile now 
flattens. If the process is fast enough, then the wave reaches in flnite time a 
state with flat height-profile and with a nontrivial fiow profile. In this case, 
the sinusoidal shape of the height-function reappears with inverted sign, i.e. 
with the positions of crest and trough exchanged. The process repeats and 
leads to oscillations. We expect such oscillations if the surface tension is large 
enough in order to flatten out the wave in finite time. 

The physical intuition is correct as can be shown with mathematical anal­
ysis. The following result was shown in two space dimensions in [8] and in 
three space dimensions in [2]. In both cases, periodicity conditions are used 
in one horizontal direction. In [2], on the lateral walls a slip condition was 
used and a vanishing normal derivative of the height function, i.e. equations 
(21)-(22) with 71 = 72 = 0 and (23) with 0o = 0. 

Theorem 3. For each wave number k e li (or k <^ 1? in three dimensions) 
there exists a critical value for the surface tension f3o{k) such that the fol­
lowing is true: For 0 < j3 < Po{k) all eigenvalues with wave number k (the 
x-dependence is e^'^^) are real and positive. For (3 > (3o{k) there is a pair of 
conjugate complex nonreal eigenvalues with wave number k. 

We next indicate the main ideas in the proof which relies on a comparison 
of the free-boundary system with two auxiliary Stokes systems. For notational 
convenience we give formulas for the two-dimensional case. 

1.) Decomposition into invariant subspaces. All eigenfunctions can be writ­
ten in the form 

v{x,y) = V{y)e^''-'', p{x,y) = P{y)e'^'-\ /i(x) = e*''^, with fe e Z. 

This can be shown as follows: For fixed fc, functions of the above form con­
stitute a subspace X]. of the chosen function space X, and the operator L 
maps the subspace Xk into itself. We have thus found a decomposition of the 
base-space into a family of closed invariant subspaces. Since the span of the 
(Xfc)fegz is all of X, the spectrum of £ is the union of the eigenvalues of the 
operators Ck := L\xk '• ^k -^ Xk. 

2.) Characterization of eigenvalues. We next characterize eigenvalues A G 
C of the operator £fc with the help of the Stokes system. We write down the 
eigenvalue problem for £ by looking at equations (8)-(12) in two dimensions, 
leaving out equation (12) at this point. We thus consider 

-\v - vAv -h Vp = 0, (24) 

V • u = 0, (25) 

V2\s = -A/ i , (26) 

92W1 + diV2 = 0. (27) 

This is a Stokes system and we assume periodicity conditions on the lateral 
waUs and a no-slip condition on the bottom. The system is solvable for given 
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n 

Fig. 2. The function gk on the real axis 

h except if A is one of the positive real eigenvalues of the Stokes operator 
with Dirichlet boundary conditions on E. We denote the solution {v,p) of the 
system (24)-(27) with h{x) = ^0(2^) '•= e'*"""̂  by {v,p) = 5fc(A). We can now 
give a characterization of eigenvalues of £. A number A € C is an eigenvalue 
of £fe, if the remaining equation (12) is satisfied, that is, if 

(p-2i^d2V2)\E=:9k(X)^o=Pk^^o holds for («,p) = 5fc(A). (28) 

It is therefore enough to study the relation 5fe(A) = j3k'^. 
3.) Properties of the function gk • It remains to observe that the function 

Qk can be described well, at least on the real axis. One can read off easily from 
equation (26), which contains the only right hand side in the Stokes system, 
that for M+ 3 A ̂  0 we find <jfc(A) -^ 0. Furthermore, for each eigenvalue Ajv 
with wave number k of the (Neumann-) Stokes operator, we find gki^N) = 0, 
since there is a nontrivial solution with vanishing normal force in (28). One 
can furthermore calculate that for eigenvalues AD of the (Dirichlet-) Stokes 
operator, we find \gk{X)\ -^ 00 for A -^ AD. More detailed investigations reveal 
the signs of gk in the various limits and that gk can have at most one turning 
point in each interval between two neighboring (Dirichlet-) Stokes eigenvalues. 
This provides a complete understanding of the function gk on the real axis; it 
is illustrated in Figure 2. 

We can now read off for which real values of A we have an eigenvalue of 
£fc. For vanishing surface tension, equation (28) is satisfied in the zeros oi gk, 
that is, in 0 and in the (Neumann-) Stokes eigenvalues. If /3 > 0 is increased, 
the first to eigenvalues move towards another, all the other eigenvalues move 
to the left. At a critical point of the surface tension, the first two eigenvalues 
meet and necessarily leave the real axis. 

The analysis can actually be extended to a system with a forcing term. 
A model for the effect of wind on the free surface of water is obtained by 
introducing in (5) the right hand side g = jdxh. In this model, the effect of 
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the wind is an additional normal force on the wind-facing sides of the wave. 
For every value of 7 G R, this forced system is again tractable with the above 
method. The following result is shown in [8] and [2] for two and three space 
dimensions, respectively. 

Theorem 4. For every value of surface tension [3 > 0 and every wave number 
k £ Z (or k £ 7Z? in three dimensions), there exists a critical value for the 
wind-force 70 (A;) such that for 7 > 70 there is a pair of conjugate complex 
purely imaginary eigenvalues. In dependence of 7, they cross the imaginary 
axis transversally. 

The essential part of the proof was done for Theorem 3. Let us assume that 
for the given k £ Z the surface tension /3 is above the critical values, that is, we 
have exactly two non-real eigenvalues. A continuation of the function gk into 
the complex plane reveals that for 7 > 0 the real eigenvalues (corresponding 
to h{x) = e*'̂ )̂ aU move to the lower half of the complex plane (the conjugate 
complex eigenvalues correspond to the function h{x) = e~*'̂ ^). For small 7 > 0 
we therefore have one complex eigenvalue in the upper half-plane, all other 
eigenvalues in the lower half-plane. The same situation appears if we start 
with a surface tension /3 below the critical value, since the derivative of gk 
has the negative sign in the first eigenvalue and the positive sign in the other 
eigenvalues. 

It now suffices to show that eigenvalues can not be real for 7 > 0, which 
follows again by a study of the function gk • For the isolated eigenvalue in the 
upper half plane one shows that it can not escape to infinity with non-negative 
real part. Since it can neither merge with other eigenvalues nor return to the 
real axis, this eigenvalue must cross the imaginary axis. We refer again to [8] 
and [2] for details and for the transversality result. 

3.2 Bifurcation Analysis and Travelling Waves 

We have already mentioned after Theorem 1 that a Hopf-bifurcation theorem 
can be shown with the help of semigroup theory. Theorem 4 provides the 
existence of imaginary eigenvalues for a critical wind-speed 70. The two results 
together aUow to conclude the existence of a branch of non-trivial solutions 
to equations (l)-(5) for each j3 > 0. Parametrizing over a signed wave height 
e G M, we find a branch of parameters 7^ extending the critical wind-force 
7o and non-trivial time-periodic solutions Ug = {ve,Pe,he) of the nonlinear 
system (l)-(5) with g = ^^dxhe-

The invariance of the nonlinear equations imply that these solutions are in 
fact translations, i.e. we have found travelling wave solutions of the nonlinear 
equations. Therefore, there exists a wave-speed Cg G R such that dtUe = 
CedxUe- A numerical analysis allows to determine the bifurcation diagram (e 
versus 7^) and the diagram for wave-speeds (e versus c^), see Figure 3. We 
refer to [11] for details and for an analysis of quantitative properties of the 
nonlinear solutions. 
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Fig. 3. The bifurcation diagram and values for the wave-speed 

4 Coupling with Other Materials 

So far, we studied the flow of a viscous fluid in a time-dependent domain. 
Deformations of the domain gave a feed-back to the fluid in two ways: Firstly, 
a change of the domain changes the flow geometry. Secondly, surface tension 
creates a normal force on the boundary which has the effect tha t curved 
boundaries t ry to straighten out. This is a model for the foUowing physical 
situation: water is in contact with air, and, due to its low density, we can 
neglect the effect of the air. 

In this section we describe some results tha t deal with the opposite case 
tha t we can not neglect the effect of the second material. This is the case for 
a water-air system in the case of high velocities (subsection 4.1), and for fluid 
flow coupled to an elastic material (subsections 4.2 - 4.4). 

4.1 C o u p l i n g w i t h an Invisc id F lu id 

There are many contributions regarding the coupling with a second viscous 
fluid, and we do not intend to describe these results here. Instead, we wish to 
describe the situation where the second fluid (e.g. air) is a much less viscous 
fluid, such tha t the description with inviscid equations is desirable. In this 
case, the Navier-Stokes equations for the water as in ( l ) - (5) are coupled with 
the incompressible Euler equations in the domain Of above the free surface. 
We consider the two-dimensional case, write (.x, y) for the spatial co-ordinates 
and ilt = {{x,y)\y > h{x,t)}. The equations in i7t are 

dtv + (v • V)v + - V g = 0, 
P 
V - u = 0, 

where p > 0 is the density of the inviscid fluid. In the boundary condition (5) 
one must set g = q, tha t is, the force felt by the water equals the pressure 
of the air near the free boundary. Additionally, initial conditions for v and h, 
and boundary conditions must be posed. 
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In [22] a local existence result for this system (with /3 = 0) is derived under 
the assumption that the density p is small. The result of [9] is a local existence 
result without the smallness assumption on p. In the case of a small density, 
one can utilize an iteration scheme of the following form: 

1. For a given force g acting on the free boundary, solve the free boundary 
problem for the viscous fluid with force g. 

2. The solution yields a time-evolution of the domain. Solve the Euler equa­
tions in this time-dependent domain to find anew force-field g. 

An iteration of these steps yields the desired solution. The iteration is con­
tractive if the density p is small. 

For general p, we can not expect the above iteration to converge. The 
physical argument is that we assumed that the effect of the inviscid fiuid is 
small and that it can be treated as a small perturbation of the system without 
air. The method works for small densities or small velocities. A generalization 
of the existence result must employ a new iteration scheme. We emphasize 
that this also gives a hint on how to construct a numerical method. 

Every accelaration of the free boundary necessarily induces an accelaration 
of the inviscid fluid, and inertia leads to a pressure distribution on the free 
boundary that hinders the accelaration. If the velocities (or the density) are 
small, this is a small effect. Else, we have to incorporate this effect in the 
treatment of the single-fluid problem. The idea is to anticipate a simplyfied 
version of the inertia term in the iteration scheme. For a given boundary 
evolution h{t) and a velocity field v{t) : r(t) -^ M̂  we define (!> : Qf ^ R and 

V := V^ with A^{t) = 0, 

with the boundary condition 

dn^ = V • n on r{t). 

For a detailed description of other boundary conditions and the normalization 
of <P we refer to [9]. We can now define a pressure field q{t) := —pdt<^. With 
these definitions we find 

dtv + -Vq = 0, 
P 

in fit and v • n = v • n on r{t). Hence v and q satisfy the Euler equations 
except for the convective term. 

The iteration scheme to solve the nonlinear problem is the following. 

1. Solve the single-fiuid free boundary problem with the functional relation 
g = q{h,v), with q as defined above. Exploit in the resolvent estimates 
that g is a positive term. 

2. Solve the Euler equations in the given geometry to find the pressure q. 
Exploit that the correction q — q is a compact perturbation compensating 
the lower order term of the convective derivative. 
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This scheme provides a fixed-point iteration with a compact iteration map. 
The Schauder fixed-point theorem yields the existence of a solution to the 
nonlinear problem. 

4.2 Stationary Flow Coupled with an Elastic Material 

We are interested in the flow of a viscous fluid in a domain with elastic walls. 
This physical problem appears for instance in the modeling of blood-flow, 
where the blood fiUs the arteries that are described as elastic tubes (see e.g. 
[6] for related model equations). In [19] such a three-dimensional fluid-elastic 
structure interaction problem is studied. The fluid is described by the incom­
pressible Navier-Stokes equations and fiows inside a smooth elastic cylinder 
with thickness. 

As in the free boundary systems above, the fluid domain is unknown and 
the flow deformes the boundary. This deformation gives a two-fold feed-back 
to the fluid, the change of domain and via forces. In the case of the interac­
tion with an elastic material, the excerted forces are of a complex nature. The 
changes of the fluid domain must be interpreted as deformation (Dirichlet-) 
conditions for the elastic material. The bulk equations for the material (mod­
eled as a three-dimensional structure) determine the normal and tangential 
forces on the boundary which are the second feed-back to the fluid. The fluid 
equations (l)-(2) are coupled with the bulk equation for the deformation u of 
the elastic material, 

-V • Tp{u) (29) 

which holds in the domain occupied by the elastic material, Tp is the first 
Piola-Kirchhoff stress tensor and g are the exterior bulk forces. The coupling 
to the fluid is via the following replacement of conditions (3)-(5) on r{t), 

Fig. 4. Description of the flow-domain 
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v = 0 (30) 

Tp{u) • n = pn - iy{Vv + (Vvf) • n. (31) 

Note that now both equations are vector valued, since the elastic material 
requires also tangential boundary conditions. For precise conditions at the 
other boundaries we refer to [21]. 

The problem in the description of this coupled system concerns coordi­
nates. While for the elastic problem Lagrange coordinates are appropriate, 
velocity and stress of the fluid are described in Eulerian coordinates. In the 
balance of forces in equation (31) this means that the derivative on the right 
hand side is understood in Eulerian coordinates and must be converted into 
Lagrange coordinates with the cofactor matrix of the gradient of the trans­
formation Id + M of the elastic material. 

The results of [19]-[21] are existence results for the coupled system. As 
explained in section 2, these are necessarily results for smaU deformations 
and for smooth applied force-fields. The elastic structure is modeled as a 
St.Venant-Kirchhoff material and the geometry is as indicated in Figure 4. 
Different boundary conditions at the inflow and outflow sides were considered. 
In [20] a periodicity condition is assumed for the fluid and the elastic material. 
In [19] clamped elastic walls are considered and the proof exploits a reflection 
principle. The generality of the boundary conditions is improved in [21]. 

4.3 Instationary Flow Coupled with an Elastic Material 

The next step was to study the time-dependent case. It turned out that in the 
instationary case the coupling of two three-dimensional media is not accessible 
with the above methods. Therefore, the elastic wall was described by a lower 
dimensional set of equations - in the case of elastic materials this means to 
describe the wall with plate equations. 

In [18] a time-dependent 3D-2D fluid-elastic structure interaction problem 
was studied. It can be formulated in the following way: a viscous, incompress­
ible fluid flows through a box having an elastic plate as cover, the bottom and 
two opposite lateral walls are rigid, the other two opposite lateral walls are 
the inflow and the outflow boundary, respectively. The fluid domain changes 
with time and must be determined as part of the problem. The fluid is now de­
scribed by the time-dependent Navier-Stokes equations with prescribed pres­
sures on the inflow and outflow parts of the boundary. These are nonstandard 
boundary conditions for a fluid flow, which constitutes the main difference 
with [3], where a similar problem has been considered, but where all lateral 
boundaries of the fluid domain were rigid. The elastic structure is viewed as 
a thin plate which is clamped at its boundary. 

One of the results in [18] is a local existence theorem for the coupled 
system. The proof utilizes an auxiliary problem in which the convective term 
is regularized. This problem is linearized and the linearized equations are 
solved with Galerkin's method. A generalized Schauder fixed point theorem 



22 B. Schweizer et al. 

due to Zeidler yields the existence of a solution to the nonlinear auxiliary 
problem. The passage to the limit in the regularization parameter eventually 
yields a solution to the full coupled system. 

4.4 A One-Dimensional Model for Fluid-Structure Interaction 

In this section we sketch an alternative approach to describe the flow in a com­
pliant vessel. This is the one-dimensional model which reduces the problem of 
the fluid-structure interaction to the equations similar to the Euler equations 
of gas dynamics ([14]-[17]). 

The velocity profile of the fluid in an compliant vessel depends on the 
2 1^ 

Womersley number a = a —, where a is the tube radius and LD the circular 
V 

frequency (see [6], for instance). At high Womersley numbers, the velocity 
proflle is flat over most of the vessel and has a thin boundary layer at the 
wall. At very low a, the flow is essentially quasi static Poiseuille flow at each 
instant. 

A one-dimensional model was derived in [14] by averaging the Navier-
Stokes equations (l)-(2) for axialsymmetrical flow on the assumptions 

a 1 

so that the influence of the viscous boundary layer on the mean flow can be 
neglected (here L is the characterictic length of a tube). The conservation of 
mass and momentum requires: 

dS d{Su) du du 1 dp 
dt dx ' dt dx p dx 

where x is now a one-dimensional variable and denotes the longitudinal posi­
tion within the tube, u{t, x) and p{t, x) denote the average axial velocity and 
average pressure over the cross-section, and S{t, x) is the two-dimensional 
volume of the cross-section. The compliance of the wall has an effect cor­
responding to the compressibility in gas dynamics. For the details of model 
justiflcation, we refer to [14],[15]. 

This model was applied to the blood flow in large arteries and studied both 
analytically (by the method of characteristics) and numerically. Surovtsova ex­
amined some features of solutions connected with the steeping of compression 
waves, leading to the possible formation of shock waves. They can occur in 
the human aorta, for instance, because of some cardiovascular illnesses (e.g. 
increase of vessel wall distensibility and some ventricles abnormalities). It was 
shown that the viscoelasticity of the vessel wall has a much larger influence 
on the damping of shock waves than the blood viscosity. 

For studying the mechanical effects caused by the local stiffening of an 
artery (due to the vascular prosthesis or stent, for example), a modifled one-
dimensional model was derived in [16], [17]. The artery was supposed to be an 
orthotropical thin elastic sheU composed of different homogeneous materials. 
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The solution was obtained by matched asymptotic expansions. The results 
proved the high flexure concentration close to the compliance jump. It can 
initiate an adaptive response in the vascular tissue (e.g. the restenosis). The 
use of orthotropical graft may reduce the peak value of these shear forces to 
a remarkable extent. Other features of the solution are the reflection of blood 
from the suture, as well as the pressure increase in the more rigid prosthesis 
(see [16], [17] for details). 
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