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Preface

Introduction

This volume is a compilation of the best papers presented at the IEEE/ACM
International Conference on Advances in Social Networks Analysis and Mining
(ASONAM’2015), held in Paris, France, August 2015. The authors of these papers
were asked to provide extended versions of the papers that were then subjected
to an additional refereeing process. Within the broader context of online social
networks, the volume focuses on important and upcoming topics such as attempting
to understand the context of messages propagating in social networks, classifying
sentiments and defining and understanding local communities.

From Social Data Mining and Analysis to Prediction
and Community Detection

The importance of social networks in today’s society cannot be underestimated.
Millions of individuals use social networks to communicate with friends every day,
and for many people (especially young ones) the social network presence is of vital
importance for their identity.

Social networks are a rich source of information, and several of the papers in
this volume focus on how to extract this information. The information gleaned
from social networks can inform businesses, governments, social agencies, cultural
groups and so on.

Social networks lead to questions such as privacy, ethics and data ownership.
These questions and other issues are a fertile ground for further research.

The first paper in this volume is “An Offline-Online Visual Framework for
Clustering Memes in Social Media” by Anh Dang, Abidalrahman Moh’d, Anatoliy
Gruzd, Evangelos Milios and Rosane Minghim. The paper discusses the dissemina-
tion and clustering of memes in social networks where memes are “an element of
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vi Preface

a culture or system of behaviour that may be considered to be passed from one
individual to another by non-genetic means, especially imitation or a humorous
image, video, piece of text, etc., that is copied and spread rapidly by Internet users”
(Bing definition). It turns out that social networks are ideal for the dissemination
of memes and it is therefore interesting to study how the memes propagate through
such networks and how the memes cluster in the networks. The authors compute
similarity scores between texts containing memes and assess cluster memberships
depending on the scores. The social network Reddit is studied in detail, and the
clustering of memes in this network is used to detect emerging events. Experimental
results show that their method implemented using the Google Trigram Method
provides reasonable results.

Given that more than 200 billion e-mail messages are sent each day, it is
to be expected that some messages will be sent to the wrong address. Most of
us are likely guilty of doing it. Sometimes this can have serious consequences
especially if sensitive information is transmitted. The paper by Zvi Sofershtein
and Sara Cohen entitled “A System for Email Recipient Prediction” effectively
predicts e-mail recipients when an e-mail history is available. This system takes
into account a variety of clues from e-mail histories to predict recipients when
there is sufficient data. The paper proposes a system based on a set of features and
assesses the contribution to the precision of the system for each of the features. The
system is tested on data sets and on various domains such as the Enron data set, a
political data, a Gmail-English data set, a Gmail-Hebrew data set and a combined
data set. Properly applied their system can reduce the number of unfortunate
misdirected messages and increase the speed by which correctly addressed e-mails
are composed.

Authenticating and verifying content of messages is common to many activities
in today’s world. Verified messages can be beneficial, whereas messages containing
false information can be harmful (witness the scandal surrounding the falsified
messages relating to the health benefits of sugar versus fat). Both true and false
messages can be disseminated using online social networks. In paper “A Credibility
Assessment Model for Online Social Network Content”, Majed Alrubaian, Muham-
mad Al-Qurishi, Mabrook Al-Rakhami and Atif Alamri present an algorithmic
approach for assessing the credibility of Twitter messages. They report encouraging
results being able to achieve accuracies in the 80% range on two specific data sets.

Whereas the previous paper assessed the credibility of Twitter messages in
Arabic, the paper by Mohammed Bekkali and Abdelmonaime Lachkar entitled
“Web Search Engine Based Representation for Arabic Tweets Categorization”
attempts to enhance Tweets (or in general short length messages) composed in
Arabic by providing contextual information. They note that there is scant research
in machine understanding of Arabic, partly due to its structure being different from
the more studied European languages, and the understanding of short messages in
Twitter in Arabic is therefore a twofold problem of both encoding (i.e. language)
and the choice of language itself.

Preserving and increasing capital by investing in stocks is fraught with uncer-
tainty. Reducing this uncertainty by applying sentiment analysis is discussed in the
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paper “Sentiment Trends and Classifying Stocks Using P-Trees” by Arijit Chatterjee
and William Perrizo. The authors mine the large volume of Tweets generated
each day for sentiment trends for specific stock symbols. They use Twitter API
and P-trees to gain insight into what ticker symbols are “hot” and hence what
ticker symbols and businesses should be a reasonable investment. Stock prices
and sentiments are graphed for the two stock symbols AAPL (Apple) and FB
(Facebook), and they conclude that the trends of stock prices follow the movements
of the sentiments in a general sense.

Social networks in their simplest form consist of nodes and links between nodes.
Essentially the links are the minimal information needed to form such networks. If
the nodes contain richer information, then further insights can be gained from the
networks. In their paper “Mining Community Structure with Node Embeddings”,
Thuy Vu and D. Stott Parker show that embeddings can reflect community structure.
Node embeddings were implemented for the DLBP network, and it was shown that
they were useful in finding communities.

Finding local communities in a social network has a number of applications.
In the paper “A LexDFS-Based Approach on Finding Compact Communities”,
Jean Creusefond, Thomas Largillier and Sylvain Peyronnet apply an efficient graph
transversal algorithm to identify clusters and hence communities in a social network.
The paper proposes a new measure for connectedness. In their definition a subset
of the social network is said to be connected if the distances between the nodes
in the subset are small. They apply the LexDFS algorithm to compute connected
communities and compare the results with six previously developed clustering
algorithms.

Societies need laws and regulations to function effectively and to limit the
damage unhinged individuals and entities can do if left unchecked. Laws and
regulations therefore have a long history dating back to, at least, the Babylonians.
Past laws and regulations are often modified and built upon to take into account
changes and new advances in society, such as the Internet. Especially due to the
Internet, the laws pertaining to privacy and data ownership have still to be defined in
an acceptable form. In the past creating and modifying laws and regulations was the
domain of well-paid legal experts. As society has become more and more complex
and with the global reach of modern economies, the understanding and applying
of laws has become more and more difficult and informatics tools are now applied
to legal work. The financial sector is a fundamental and complex part of modern
society. While it is the focus of much criticism, it is also an essential component
of modern society. The aim of laws and regulations for the financial sector is to
ensure a smooth functioning of economies while limiting excesses such as gambling
with toxic derivatives (and collection obscene rewards for doing so). The resulting
corpus of laws and regulations is very large and complex (especially in the United
States of America), and it is difficult to get an overview of the corpus even for the
experts. The paper “Computational Data Sciences and the Regulation of Banking
and Financial Services” by Sharyn O’Halloran, Marion Dumas, Sameer Maskey,
Geraldine McAllister and David Park attempts to alleviate some of the heavy lifting
in this area by applying sophisticated computational algorithms to the corpus.
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The final paper of the volume “Frequent and Non-frequent Sequential Itemsets
Detection” by Konstantinos F. Xylogiannopoulos, Panagiotis Karampelas and Reda
Alhajj considers the problem of detecting repeated patterns in a string. These
patterns are classified as frequent sequential itemsets if they pertain to sets of
events that are ordered. The proposed algorithm is based on transforming a set
of transactions into a suitable data structure that then is processed using a novel
process. This process was used for experiments with two data sets. The first data set
was the “Retail” data set consisting of 88,162 transactions, and the second data set
was the “Kosavak” data set with 990,002 transactions. In both cases all the frequent
data sets were detected regardless of support value.

To conclude this preface, we would like to thank the authors who submit-
ted papers and the reviewers who provided detailed constructive reports which
improved the quality of the papers. Various people from Springer deserve large
credit for their help and support in all the issues related to publishing this book.

Elazig, Turkey Mehmet Kaya
Ankara, Turkey Özcan Erdoǧan
Calgary, AB, Canada Jon Rokne
October 2016
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An Offline–Online Visual Framework
for Clustering Memes in Social Media

Anh Dang, Abidalrahman Moh’d, Anatoliy Gruzd, Evangelos Milios,
and Rosane Minghim

1 Introduction

Online Social Networks (OSNs) are networks of online interactions and
relationships that are formed and maintained through various social networking
sites such as Facebook, LinkedIn, Reddit, and Twitter. Nowadays, hundreds of
millions of people and organizations turn to OSNs to interact with one another, share
information, and connect with friends and strangers. OSNs have been especially
useful for disseminating information in the context of political campaigning, news
reporting, marketing, and entertainment [32].

OSNs have been recently used as an effective source for end users to know about
breaking-news or emerging memes. A meme is a unit of information that can be
passed from person to person in OSNs [29]. Despite their usefulness and popularity,
OSNs also have a “negative” side. As well as spreading credible information, OSNs
can also spread rumours, which are truth-unverifiable statements. For example, so
many rumour-driven memes about swine flu outbreak (e.g., “swine flu pandemic
meme” in Fig. 1) were communicated via OSNs in 2009 that the US government
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Fig. 1 A word cloud
example of popular memes in
OSNs

had to tackle it officially on their website [22, 37]. Problems like these (i.e., rumour-
driven memes going viral) are unfortunately not isolated and prompt the question of
how to identify and limit the spread of rumours in OSNs. In order to detect rumours,
we have to identify memes that are rumour-related in OSNs. Clustering is a simple
and efficient unsupervised process to identify memes in OSNs by grouping similar
information into the same category. However, traditional clustering algorithms do
not work effectively in OSNs due to the heterogeneous nature of social network
data [31]. Labelling massive amounts of social network data is an intensive task for
classification. To overcome these limitations, this paper proposes a semi-supervised
approach with relevance user feedback for detecting the spread of memes in OSNs.

In text clustering, a similarity measure is a function that assigns a score to a
pair of texts in a corpus that shows how similar the two texts are. Computing
similarity scores between texts is one of the most computationally intensive and
important steps for producing a good clustering result [6]. For a meme clustering
task, this process is usually hindered by the lack of significant amounts of textual
content, which is an intrinsic characteristic of OSNs [17, 27, 31]. For example, in
Reddit.com, most submission titles are very short and concise. Although the title of
a submission may provide meaningful information about the topic, the titles may
not provide enough information to determine if two submissions are discussing the
same topic. In Fig. 2, two Reddit submissions are both talking about “Obama,”
but one is discussing the meme “Obamacare,” while the other is discussing the
rumour-related meme “Obama is a Muslim.” The sparsity of Reddit submission title
texts significantly contributes to the poor performance of traditional text clustering
techniques for grouping submissions into the same category. We, therefore, propose
strategies to leverage the use of references to external content.

A submission may include one or more comments from users, which discuss
the submission topic. It can also contain a URL that points to an external article
that further discusses the topic of the submission. Similarly, a submission may
include an image that also provides more valuable information about the submission
topic. By introducing the use of comments, URL content, and image content of a
submission, we exploit more valuable data for text clustering tasks, which helps
detect memes in OSNs more efficiently.

http://www.reddit.com
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Fig. 2 Reddit submissions about the same meme “Obama.” The top submission discusses the
meme “Obamacare.” while the bottom submission discusses the meme “Obama is a Muslim”

Vector space models are commonly used to represent texts for a clustering
task. In these models, each text is represented as a vector where each element
corresponds to an attribute extracted from the text. One of the benefits of these
models is their simplicity in calculating the similarity between two vectors based on
linear algebra. The two most famous models are TF-IDF (Term Frequency—Inverse
Term Frequency) and Bag-of-Words. However, those models rely solely on lexical
representation of the texts, which does not capture semantic relatedness between
words in a text. For example, the use of polysemy and synonymy are very popular
in several types of texts and play an important role in determining whether two
words, concepts or texts are semantically similar. This motivates many researchers
to explore the advantage of semantic similarity in the task of text clustering by
utilizing word relatedness through external thesauruses like WordNet and Wikipedia
[28, 38]. However, they remain far from covering every word and concept used in
OSNs. This paper explores Google n-grams algorithm of Islam et al. [30] which uses
Google n-grams dataset to compute the relatedness between words for computing
similarity scores, and proposes two novel strategies to combine those scores for the
task of clustering memes.

Although clustering streaming and time series data are established fields in the
area of text clustering [14, 23–25, 41], clustering memes in OSNs has just started to
gain attention recently [2, 3, 31, 42]. OSN data has both characteristics of streaming
and time series data, as well as another important characteristic. The volume of
OSN data is massive and cannot be handled efficiently by traditional streaming and
time series clustering algorithms [31]. In order to tackle that problem, we propose a
novel approach to speed up the processing of online meme clustering that uses both
semantic similarity and Wikipedia concepts to efficiently store and summarize OSN
data in real time.

With the increasing amount of online social network data, understanding and
analyzing them is becoming more challenging. Researchers have started to employ
human’s ability to effectively gain visual insight on data analysis tasks. The task
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of clustering memes shares some similarity with clustering text, but they are
also intrinsically different. For example, social network data is usually poorly
written and content-limited. This reduces the quality of clustering results. For a
Reddit submission, the relationships between the title, comment, image, and URL
sometimes are disconnected (e.g., a title has a different subject from the content). In
this paper, we developed a visualization prototype to allow users to better distinguish
the similarity between submissions and use this feedback to improve the clustering
results.

This paper extends previous work of Dang et al. [18] by formalizing the
problem of meme clustering and proposes a novel approach for clustering Reddit
submissions. It makes the following contributions:

• Extends and improves the similarity scores between different elements of Reddit
submission of Dang et al. [18] by introducing the use of Wikipedia concepts as
an external knowledge.

• Introduces a modified version of Jaccard Coefficient that employs the use of text
semantic similarity when comparing the similarity score between two sets of
Wikipedia concepts.

• Proposes an Offline–Online clustering algorithm that exploits semantic similarity
and Wikipedia concepts to achieve good clustering results in real time. The
offline clustering component computes and summarizes cluster statistics to speed
up the process of the online clustering component. In addition, for each cluster,
we adopt the damped window model and propose a novel approach to summarize
each cluster as a set of Wikipedia concepts where each concept is assigned a
weight based on its recency and popularity. The online clustering component
applies a semantic version of Jaccard Coefficient.

• The experiments show the use of Wikipedia concepts increases the accuracy
result of the meme clustering tasks. Although only using Wikipedia concepts
as a similarity score does not increase the clustering result, using both Wikipedia
concepts and text semantic similarity increase the clustering accuracy for both
offline and online clustering components.

2 Related Work

This section presents current research on text semantic similarity and detecting the
spread of memes in OSNs.

2.1 Similarity Measures and Text Clustering

Several similarity measures have been proposed in the literature for the task of
text clustering. The most popular ones are lexical measures like Euclidean, Cosine,
Pearson Correlation, and Extended Jaccard measures. Strehl et al. [40] provided

https://youtu.be/ej7LlPOPikI
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a comprehensive study on using different clustering algorithms with these people
measures. The authors used several clustering algorithms on the YAHOO dataset,
and showed that Extended Jaccard and Cosine similarity performed better and
achieved results that are close to a human-labelling process. However, lexical
similarity measures do not consider the semantic similarity between words in
the texts.

Some researchers have taken advantage of the semantic relatedness of texts
by using external resources to enrich word representation. In [38], the authors
suggested using WordNet as a knowledge base to determine the semantic similarity
between words. The experiment results have shown that external knowledge bases
like WordNet improve the clustering results in comparison to the Bag-of-Words
models. Hu et al. [28] proposed the use of Wikipedia as external knowledge for
text clustering. The authors tried to match concepts in text into Wikipedia concepts
and categories. Similarity scores between concepts are calculated based on the text
content information, as well as Wikipedia concepts, and categories. The experiment
results have shown that using Wikipedia as external knowledge provided a better
result than using WordNet due to the limited coverage of WordNet. Bollegala et al.
[8] proposed the use of information available on the Web to compute text semantic
similarity by exploiting page counts and text snippets returned by a search engine.
Our work is intuitively different from these approaches, as it introduces the use of
word relatedness based on the Google n-grams dataset [9]. The proposed semantic
similarity scores between texts are calculated based on that algorithm to handle
the low quality (i.e., poor writing) of social network data. Using Google n-grams
dataset as external knowledge is more effective than textual as well as other semantic
approaches, as the Google n-grams dataset has more coverage than other semantic
approaches.

2.2 Online Clustering Algorithms in OSNs

This section discusses the related work of event detection and online meme clus-
tering in OSNs. The proposed online meme clustering algorithm takes advantage of
the current work of both clustering streaming data and clustering time series data.
Clustering streaming data has been actively researched in the literature. Aggarwal
et al. [3] proposed a graph-based sketch structure to maintain a large number
of edges and nodes at the cost of potential loss of accuracy. Zhao and Yu [42]
extended the graph-based clustering streaming algorithms with side information,
such as user metadata in OSNs. As OSN data is dependent on its temporal context,
time series is another important feature of clustering streaming data algorithms.
We present related work of the three types of time series clustering algorithms in
the literature: (1) landmark window approach, (2) sliding window approach, and
(3) damped window approach [39]. In clustering streaming data, landmark-based
models consider all the historical data from a landmark time and all data have an
equal weight [11, 24, 36]. Sliding-based models are common stream processing
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models which only examine data at a fixed-time window (e.g., last 5 min or last
24 h) [14, 25, 35]. Damped window models introduced the use of decay variable to
replace old data to increase the accuracy of streaming clustering results [13, 23].
JafariAsbagh et al. [31] used a sliding window approach for detecting memes in
real time that does not consider the topic evolution and persistence. As the spread
of memes in OSNs is dependent on the meme topics and its context [26], the
proposed online meme clustering algorithm explores the damped window approach
which considers the frequency and recency of memes. Researchers also investigate
if the use of external knowledge (e.g., Wikipedia) helps the clustering results for
social media texts. Banerjee et al. [4] introduced the use of Wikipedia as external
knowledge to improve the accuracy results for short texts. Dang et al. [18] used text
semantic similarity computed from Google n-grams dataset to alleviate the problem
of shortness and noise of OSN data.

Scientists also explored the use of visualization for text clustering with relevance
user feedback. Lee et al. [33] introduced iVisClustering, an interactive visualization
framework based on LDA topic modelling. This system provides some interactive
features, such as removing documents or clusters, moving a document from one
cluster to another, merging two clusters, and influencing term weights. Choo et al.
[16] presented an interactive visualization for dimension reduction and clustering
for large-scale high-dimensional data. The system allows users to interactively try
different dimension reduction techniques and clustering algorithms to optimize the
clustering results. One of the limitations of these systems is that they focus on the
clustering algorithms and results and have limited supports for combining similarity
scores for different parts of a text (e.g., the title and body of a text). This paper
introduces a visualization prototype to combine different similarity scores for our
clustering process interactively and incrementally.

2.3 Detecting Memes in Online Social Networks

Recently, researchers have started adapting state-of-the-art clustering algorithms to
OSN data. Leskovec et al. [34] proposed a meme-tracking framework to monitor
memes that travel through the Web in real time. The framework studied the signature
path and topic of each meme by grouping similar short, distinctive phrases together.
One drawback of this framework is that it only applies lexical content similarity to
detect memes. This did not work well for memes that are related but not using
the same words, and those that are short and concise (e.g., Tweets on Twitter).
Cataldi et al. [10] proposed an approach that monitored the real-time spread of
emerging memes in Twitter. The authors defined an emerging term as one whose
frequency of appearance had risen within a short period and had not emerged
or was only rarely discussed in the past. A navigable topic graph is constructed
to connect semantically related emerging terms. Emerging memes are extracted
from this graph based on semantic relationships between terms over a specified
time interval. Becker et al. [5] formulated the problem of clustering for event
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detection and proposed a supervised approach to classify tweets using a predefined
set of features. The proposed approach includes various types of features: textual,
temporal, and spatial. Aggarwal and Subbian [1] presented a clustering algorithm
that exploits both content and network-based features to detect events in social
streams. The proposed algorithm uses knowledge about metadata of Twitter users.
Thom et al. [41] developed a system for interactive analysis of location-based
microblog messages, which can assist in the detection of real-world events in
real time. This approach uses X-means, a modified version of K-means, to detect
emerging events. Finally, JafariAsbagh et al. [31] introduced an online meme
clustering framework using the concept of Protomemes. Each Protomeme is defined
based on one of the atomic information entities in Twitter: hashtags, mentions,
URLs, and tweet content. An example of Protomeme is the set of tweets containing
the hashtag #All4Given. This approach uses a sliding window model that can lead to
good offline prediction accuracy but not suitable for online streaming environments.
As online meme clustering algorithms require low prediction and training costs,
our proposed online meme clustering algorithm stores cluster summary statistics
using Wikipedia concepts and applies a damped window approach with Offline–
Online components for clustering memes in OSNs. Although Twitter has been the
most popular OSN for detecting memes, little work has been done to detect rumour-
related memes on Reddit.

3 Reddit Social Network

Reddit, which claims to be “the front page of the internet,” is a social news website,
where users, called redditors, can create a submission or post direct links to other
online content. Other redditors can comment or vote to decide the rank of this
submission on the site. Reddit has many subcategories, called sub-reddits that are
organized by areas of interests. The site has a large base of users who discuss a wide
range of topics daily, such as politics and world events. Alexa ranks Reddit.com
as the 24th most visited site globally. Each Reddit submission has the following
elements:

• Title: The title summarizes the topic of that submission. The title text is usually
very short and concise. The title may also have a description to further explain it.

• Comments: Users can post a comment that expresses their opinions about
the corresponding submission or other user comments. Users can also vote
comments up or down.

• URL: Each submission may contain a link to an external source of information
(e.g., news articles) that is related to the submission.

• Image: Submissions may also have a link to an image that illustrates the topic of
the submission.

Figure 3 explains how to collect image and URL content from Reddit submis-
sions. Unlike other OSNs, Reddit is fundamentally different in that it implements an
open data policy; users can query any posted data on the website. For example, other

http://www.alexa.com/siteinfo/reddit.com
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Fig. 3 External content from image and URL. The top submission has a URL and we extracted
the URL content. The bottom submission has an image and we extracted the text of the image from
Google Reverse Image Search

OSNs, like Twitter or Facebook, allow circulating information through a known
cycle (e.g., “follow” connections), whereas Reddit promotes a stream of links to
all users in a simple bookmarking interface. This makes Reddit a effective resource
to study the spread of memes in OSNs [19, 20]. To the best of our knowledge, no
similar work has been done on clustering memes in Reddit.

4 Google Tri-gram Method

Google Tri-gram Method (GTM) [30] is an unsupervised corpus-based approach
for computing semantic relatedness between texts. GTM uses the uni-grams and
tri-grams of the Google Web 1T N-grams corpus [30] to calculate the relatedness
between words, and then extends that to longer texts. The Google Web 1T N-grams
corpus contains the frequency count of English word n-grams (unigrams to 5-g)
computed over one trillion words from web page texts collected by Google in 2006.

The relatedness between two words is computed by considering the tri-grams
that start and end with the given pair of words, normalizing their mean frequency
with unigram the frequency of each of the words as well as the most frequent
unigram in the corpus as shown in Fig. 4, where C.!/ is the frequency of the word
!. �T.!1; !2/ is the mean frequency of trigrams that either start with !1 and end
with !2, or start with !2 and end with !1. �.a1; : : : ; an/ is the standard deviation of
numbers a1; : : : ; an, and Cmax is the maximum frequency among all unigrams.
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GTM(w1,w2) =

log
µT(w1 ,w2)C

2
max

C(w1)C(w2)min(C(w1)C(w2))

−2×log
min(C(w1),C(w2))

Cmax

if log µT(w 1,w 2)C2
max

C(w 1)C(w 2)min(C(w 1)C(w 2))
> 1

log1.01

−2×log
min(C(w1),C(w2))

Cmax

if log µT(w 1,w 2)C2
max

C(w 1)C(w 2)min(C(w 1)C(w 2))
≤ 1

0 if µT(w1,w2) = 0

Fig. 4 GTM semantic similarity calculation [30]

GTM computes a score between 0 and 1 to indicate the relatedness between
two texts based on the relatedness of their word content. For given texts P and R
where jPj � jRj, first all the matching words are removed, and then a matrix with
the remaining words P0 D fp1; p2; : : : ; pmg and R0 D fr1; r2; : : : ; rng is constructed
where each entry is a GTM word relatedness aij  GTM.pi; rj/.

M D

0
BBB@

a11 a12 � � � a1n

a21 a22 � � � a2n
:::

:::
: : :

:::

am1 am2 � � � amn

1
CCCA

From each row Mi D fai1 � � � aing in the matrix, significant elements are selected if
their similarity is higher than the mean and standard deviation of words in that row:

Ai D faijjaij > �.Mi/C �.Mi/g;

where �.Mi/ and �.Mi/ are the mean and standard deviation of row i. Then the
document relatedness can be computed using:

Rel.P; R/ D .ı CPm aiD1�.Ai// � .mC n/

2mn

where
Pm aiD1�.Ai/ is the sum of the means of all the rows, and ı is the number of

removed words when generating P0 or R0.

5 Semantic Jaccard Coefficient

Jaccard similarity coefficient is a statistic used to compute the similarity and
diversity between two sets. Chierichetti et al. [15] showed that finding an optimal
solution for weighted Jaccard median is an NP-hard problem and presented a heuris-
tic algorithm to speed up the computational complexity. The Jaccard coefficient
between two sets A and B is defined as follows:
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J.A; B/ D A \ B

A [ B
where 0 � J.A; B/ � 1

We propose a modified version of Jaccard coefficient that exploits the use of
semantic similarity using GTM. As the original Jaccard coefficient only uses an
exact pattern matching, it does not work well if two Wikipedia concepts are not
the same but are semantically similar. For example, the Jaccard coefficient for two
concepts “President of the United States” and “Barack Obama” should be high as
they are semantically similar using GTM.

For two submissions S1 D fT11; T12; : : : ; T1ng and S2 D fT21; T22; : : : ; T2ng
where Ti is a Wikipedia concept extracted from the title or comments of submission
Si, the Semantic Jaccard Coefficient (SJC) is defined as:

SJC.S1; S2/ D S1 \ S2

S1 [ S2

where 0 � SJC.S1; S2/ � 1 (1)

where T1i and T2j are semantically equivalent, T1i � T2j, if GTM.T1i; T2j/ � e,
where e is a parameter that is explored through the experiment. If Ti is semantically
similar to more than one concept in S2, we use the concept with the highest
GTM score.

6 Similarity Scores and Combination Strategies

This section explores the use of GTM semantic similarity of Dang et al. [18] and
introduces Wikipedia concepts as an external knowledge to propose five semantic
similarity scores and their combinations between submissions. Representing a
submission S in Reddit as a vector S D .T; M; I; U; W/ where:

• T is an n-dimensional feature vector t1; t2; : : :tn representing the title of the
submission and its description.

• M is an n-dimensional feature vector m1; m2; : : :mn representing the comments
of a submission.

• U is an optional n-dimensional feature vector u1; un; : : :un representing the
external URL content of a submission.

• I is an optional n-dimensional feature vector i1; i2; : : :in representing the
image content of a submission. This content is extracted by using Google reverse
image search, which takes an image as a query and extracts the text content of
the website that is returned from the top search result and is not from Reddit.

• W is an optional n-dimensional feature vector w1; w2; : : :wn representing the
Wikipedia concepts of the titles and comments of a submission.
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6.1 Similarity Scores

We propose five similarity measures between two submissions S1 and S2:

• Title similarity SCt is the GTM semantic similarity score between the title word
vectors T1 and T2.

• Comment similarity SCm is the GTM semantic similarity score between the
comment word vectors M1 and M2.

• URL similarity SCu is the GTM semantic similarity score between the URL
content word vectors U1 and U2.

• Image similarity SCi is the GTM semantic similarity score between the word
vectors I1 and I2 retrieved from Google Reverse Image Search.

• Wikipedia similarity SCw is the SJC score between the bag of concept vectors
W1 and W2 retrieved from titles and comments of submissions using Eq. (1).

6.2 Combination Strategies

The main goal of this section is to study the effect of different similarity scores
and their combinations on the quality of the meme clustering tasks. We incorporate
Wikipedia concepts as an external knowledge to all combination strategies from our
previous work [18].

6.2.1 Pairwise Maximization Strategy

The pairwise maximization strategy chooses the highest among the title, comment,
URL, and image scores to decide the similarity between two submissions. This
strategy avoids the situation where similarity scores have a low content quality
(e.g., titles are short and lack details, comments are noisy, images and URLs are
not always available) by choosing the most similar among them.

Given two submissions S1 D fT1; M1; I1; U1; W1g and S2 D fT2; M2; I2; U2; W2g,
the pairwise maximization strategy between them is defined as:

MAXS1S2 D MAX.GTMT1T2 ; GTMM1M2 ; GTMU1U2 ; GTMI1I2 ; SJCW1W2 / (2)

where GTMT1T2 ; GTMM1M2 ; GTMU1U2 ; GTMI1I2 are the title, comment, URL, and
image similarity scores between the two submissions S1 and S2. SJCW1W2 is the SJC
score between two submission S1 and S2 using Eq. (1) for the Wikipedia concepts
extracted from submission titles and comments.
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6.2.2 Pairwise Average Strategy

The pairwise average strategy computes the average value of the five pairwise
similarity scores. This strategy balances the scores among the five similarities in
case some scores do not reflect the true content of the submission. It is defined as
follows:

AVGS1S2 D AVG.GTMT1T2 ; GTMM1M2 ; GTMU1U2 ; GTMI1I2 ; SJCW1W2 / (3)

6.2.3 Linear Combination Strategy

In the linear combination strategy, users can assign different weighting values
manually. For example, if users think the title text does not capture the topic of
a submission, they can assign a low weight factor (e.g., 0.1). If they think comment
texts are longer and represent the topic better, they can assign a higher weight factor
(e.g., 0.6). The linear combination strategy is defined as follows:

LINEARS1S2 D LINEAR.wtGTMT1T2 ; wmGTMM1M2 ; wuGTMU1U2 ; wiGTMI1I2 ; wwSJCW1W2 / (4)

where wt, wm, wu, wi, and ww are the weighting factors for titles, comments, images,
urls, and Wikipedia concepts with a normalization constraint wt CwmCwuCwiC
ww D 1.

6.2.4 Internal Centrality-Based Weighting

Computing the optimized weight factors for the linear combination strategy is
an intensive task. JafariAsbagh et al. [31] used a greedy optimization algorithm
to compute the optimized linear combination for the task of clustering memes.
However, it is unrealistic to compute all the possible weighting combinations for
Eq. (4). To alleviate this computational cost, we propose the Internal Centrality-
Based Weighting (ICW), a novel strategy to automatically calculate the weight
factors of the linear combination strategy. This strategy calculates the weight
factors for each element of a submission by considering its surrounding context.
Although all elements of a submission are semantically related, some elements
could have more semantic content than others; for example, the URL content
discusses more the topic than the title. More weight is assigned to the elements with
higher semantic content. The proposed strategy is shown in Eq. (5). It computes the
semantic content weights using internal and external similarity scores between titles,
comments, URLs, images, and Wikipedia concepts of two submissions. We append
all the Wikipedia concepts together to compute the GTM score between Wikipedia
concepts and other texts. For each submission, this strategy computes the centrality
score for each element of each submission Si:
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CENTTi D GTMTMi C GTMTUi C GTMTIi C GTMTWi

CENTMi D GTMMTi C GTMMUi C GTMMIi C GTMMWi

CENTUi D GTMUTi C GTMUMi C GTMUIi C GTMUWi

CENTIi D GTMITi C GTMIMi C GTMIUi C GTMIWi

CENTIw D GTMWTi C GTMWMi C GTMWUi C GTMWIi

Then, it computes the weighting factors between two submissions S1 and S2 by:

wT D CENTT1 � CENTT2

wM D CENTM1 � CENTM2

wU D CENTU1 � CENTU2

wI D CENTI1 � CENTI2

wW D CENTW1 � CENTW2

Then, it normalizes the weighting factors so that: wTCwMCwUCwICwW D 1,
and finally computes the ICW strategy:

ICWS1S2 D ICW.wT GTMT1T2 ; wMGTMM1M2 ; wUGTMU1U2 ; wIGTMI1I2 ; wWGTMW1W2 / (5)

6.2.5 Similarity Score Reweighting with Relevance User Feedback

One effective way to improve the clustering results is to manually specify the
relationships between pairwise documents (e.g., must-link and cannot-link) to
guide the document clustering process [7]. As social network data are intrinsically
heterogeneous and multidimensional, it is not easy to compare two submissions to
determine if they are similar or not without putting them into the same context. To
overcome this limitation, a novel technique, the Similarity Score Reweighting with
Relevance User Feedback (SSR), is proposed to incorporate relevance user feedback
by a visualization prototype in which submissions are displayed as a force-directed
layout graph where:

• A node is a submission in Reddit.
• An edge is a connection between two submissions if their similarity scores are

above a threshold (default 0.85).
• A node color represents to which cluster it belongs.

Algorithm 1 describes how the visualization system integrates user feedback to
remove outliers, move submissions from a cluster to another, or reassign similarity
score weighting factors for submissions. Users can select any of the five proposed
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Algorithm 1 Semi-supervised similarity score reweighting with relevance user
feedback strategy (SSR)
Input: a set of submissions X from Reddit.
Output: K clusters fXgKlD1

1: loop
2: {Step 1} Perform k-means clustering on P percent of the ground-truth dataset using one of

the proposed strategies. P is defined through experiments.
3: {Step 2} Visualize the clustering result in step 1.
4: {Step 3} Allow users to interactively remove outlier submissions, reassign submission class

labels, or assign weight factors for each element between two submissions.
5: {Step 4} Re-cluster the submissions based on user inputs.
6: {Step 5} repeat step 1 if necessary.
7: end loop
8: {Step 6} Recluster the whole dataset considering user feedback in Step 1 to 5.

Fig. 5 The proposed meme visualization: (a) The original visualization graph and (b) The
clustering result using ICW

strategies, MAX, AVG, LINEAR, and ICW as a baseline for clustering. Figure 5a
shows an SSR visualization of the meme dataset using ICW strategy. The graph
has five different colors that represent five memes in the ground-truth dataset. Users
can pan, zoom, or click on a submission to get more details about this submission.
They can also click on the checkbox “Show wrong cluster assignments” to see
which submissions are incorrectly assigned by the ICW strategy. Based on the graph
visualization, users can understand how a submission is positioned regarding its
neighbor submissions. When clicking on a node in the graph, users will be redirected
to the actual submission in Reddit to find out more information and decide if it
belongs to the correct cluster. Most of the incorrectly clustered are overlapped or
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outlier nodes as shown in Fig. 5b. For each incorrectly assigned submission, users
can remove, update its class label, or assign a different similarity coefficient score
for each element between two submissions. SSR focuses on human knowledge to
detect outliers or borderline submissions.

7 The Offline–Online Meme Detection Framework

The meme detection problem is defined for any social media platform used to spread
information. In these systems, users can post a discussion or discuss a current
submission. An overview of the proposed meme detection framework is shown
in Fig. 6.

7.1 The Offline–Online Meme Clustering Algorithm

As OSN data is changing and updating frequently, we modify and extend the
proposed ICW algorithm [18] to work with the online streaming clustering algo-
rithm using the semantic similarity and Wikipedia concepts to handle continuously
evolving data over time. As emerging events or topics are changing in real time,
some topics may appear but not burst. Other topics or events may appear and become
a popular topic for a long period. Based on this observation, the proposed framework
adopts the damped window model [23] and assigns more weight to recent data and
popular topics. It also adopts the Offline–Online components of Aggarwal et al. [2]
to make the online meme clustering more efficient. As clustering OSN data is a
computationally intensive task, the offline component does a one-pass clustering for
existing OSN data in the first step. It also calculates and summarizes each cluster
statistics using Wikipedia concepts extracted from the titles and comments of all

Fig. 6 The proposed meme detection framework


