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Preface 

The lAG International Symposium on Gravity, Geoid, and Space Missions 2004 
(GGSM2004) was lield in the beautiful city of Porto, Portugal, from 30 August to 3 
September 2004. This symposium encompassed the themes of Commission 2 (Gravity 
Field) of the newly structured lAG, as well as interdisciplinary topics related to geoid and 
gravity modeling, with special attention given to the current and planned gravity-
dedicated satellite missions. The symposium also followed in the tradition of mid-term 
meetings that were held between the quadrennial joint meetings of the International 
Geoid and Gravity Commissions. The previous mid-term meetings were the International 
Symposia on Gravity, Geoid, and Marine Geodesy (Tokyo, 1996), and Gravity, Geoid, 
and Geodynamics (Banff, 2000). 

GGSM2004 aimed to bring together scientists from different areas in the geosciences, 
working with gravity and geoid related problems, both from the theoretical and practical 
points of view. Topics of interest included the integration of heterogeneous data and 
contributions from satellite and airborne techniques to the study of the spatial and 
temporal variations of the gravity field. In addition to the special focus on the CHAMP, 
GRACE, and GOCE satellite missions, attention was also directed toward projects 
addressing topographic and ice field mapping using SAR, LIDAR, and laser altimetry, as 
well as missions and studies related to planetary geodesy. 

The Science Committee for the Symposium comprised Christopher Jekeli (President), 
Ilias N. Tziavos, Roger Haagmans, Rene Forsberg, Luisa Bastos, and Joana Femandes, 
while its local organization was under the direction of Luisa Bastos, Joana Fernandes and 
Machiel Bos of the Faculty of Science, University of Porto. In addition, many colleagues 
associated with Commission 2 and the lAG organized the nine sessions of the 
Symposium as follows: 

1. Gravity field modeling from satellite missions 
Pieter Visser (Delft University of Technology, The Netherlands) 
Roger Haagmans (ESA, The Netherlands) 

2. Airborne and satellite gravimetry instrumentation 
Rene Forsberg (Geodynamics Department, Danish National Space Center) 
Luisa Bastos (University of Porto, Portugal) 

3. Regional geoid modeling 
Urs Marti (Swiss Federal Office of Topography, Switzerland) 
Ilias Tziavos (Aristotle University of Thessaloniki, Greece) 

4. Radar and laser surface mapping from satellites 
Philippa Berry (De Montfort University, U.K.) 
Bill Carter (University of Florida, U.S.A.) 
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5. Topographic data bases and gravity modeling 
Steve Kenyon (NGA, U.S.A.) 
Per Knudsen (KMS, Denmark) 

6. Satellite altimetry, oceanography, and the geoid 
Dave Sandwell (University of California, San Diego, U.S.) 
Joana Fernandes (University of Porto, Portugal) 

7. Terrestrial gravity instrumentation, networks, and geodynamics 
Shuhei Okubo (Earthquake Research Institute, University of Tokyo, Japan) 
Tonie van Dam (European Centre for Geodynamics and Seismology, Luxemburg) 

8. Temporal gravity variations: modeling and measurements 
C.K. Shum (Ohio State University, U.S.A.) 
Martin Vermeer (Helsinki University of Technology, Switzerland) 

9. Planetary gravity fields and models 
Dave Smith (NASA, U.S.A.) 
Georges Balmino (CNES, France) 

The Symposium attracted 258 papers, of which 108 were presented orally and 150 as 
posters. It was truly an international scientific event as all six continents and 39 countries 
were represented by a total of 234 participants. A Proceedings of the Symposium was 
published in the form of a CD with most of the oral and poster presentations, as well as 
many corresponding journal-style papers. Of the latter, a portion were selected and 
reviewed for inclusion in this volume and they represent the high level of activity and 
advanced research in gravity and geoid modeling that was displayed by all contributions 
to this symposium. Although Session 9 papers were not submitted to this volume it is 
anticipated that the relationship between gravity field modeling and planetary geodesy 
particularly encouraged in this symposium will be strengthened in future symposia and 
other similar events. 

Special recognition and gratitude go to the Session co-conveners whose hard work in 
organizing their sessions and guiding the reviews of the submitted papers resulted in a 
very successful Symposium and a high quality scientific volume. The organization of a 
Symposium of this magnitude is never easy, but it unfolded flawlessly due to the expert 
preparation and continual attentiveness of the organizing committee, headed by Luisa 
Bastos, Joana Fernandes and Machiel Bos. The collection of material for the CD 
Proceedings and the assembly of the papers for this volume was also done professionally 
and efficiently and special thanks are due the Faculty of Science, University of Porto, for 
helping to support these publications. 

The success of the Symposium also depends to a great extent on the financial sponsorship 
of interested and supporting organizations and institutions in the form of cash and travel 
re-imbursements, especially for students and colleagues from developing countries. We 
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gratefully acknowledge financial contributions from lAG, lUGG, NASA, ESA, GRICES, 
FCT and the University of Porto. 

Finally, I wish to extend my personal appreciation and congratulations to Luisa Bastos, 
Joana Fernandes and Machiel Bos for their devotion to this symposium and their 
perseverance in completing the publications. It is not easy, even in these modern times, 
to coordinate such affairs over intercontinental distances, but they maintained a schedule 
and succeeded splendidly in every respect. 

Christopher Jekeli Ohio State University, March 2005 
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Initial results from retracking and reprocessing the 
ERS-1 geodetic mission altimetry for gravity field 
purposes. 
Ole B. Andersen, P. Knudsen, 
Danish Space Center, Juliane Mariesvej 30, DK-2100 Copenhagen, Denmark. Email: oa@ spacecenter.dk, 

P. A. M. Berry, E. L. Mathers. EAPRS Laboratory, De Montfort University, The Gateway, Leicester. LEI 
9BH, UK. 

R. Trimmer, S. Kenyon 
National Geospatial-Intelligence Agency, GIMG, St Louis. MS, USA 

Abstract. All present global marine gravity fields are 
based on the IHz ERS-1 Geodetic Mission (GM) 
altimeter data combined with other altimetric datasets. 
Close to the coast (<25 km) this investigation shows 
that the altimetric gravity field determination degrades 
due to a combination of several factors, where the 
main reason is the degradation of the quahty of the 
altimeter data. By starting out from the original 
waveform data and retracking the entire ERS-1 GM 
mission using a highly advanced expert based system 
of multiple retrackers, the return time from both open 
ocean and coastal sea surface as well as from all ice-
covered regions within the coverage of the ERS-1 can 
be derived with higher accuracy than presently 
available. 

Initial results of the combined effort to improve the 
ERS-1 GM altimetric dataset through retracking and 
regression to 2Hz (3km) are presented, and its effort 
on gravity field modeling close to the coast and in 
Polar Regions is discussed. Close to the coast and in 
particular in Polar Regions the use of multiple 
retrackers leads to considerably more and better data 
than in the normal 1 Hz data delivered by the 
European Space Agency (ESA). 
Extensive comparison with marine gravity field data 
by the National Geospatial-IntelHgence Agency is also 
presented to document the improvement on gravity 
field determination 

Keywords. Satellite altimetry, retracking, 
gravity field deterinination, coastal, polar 
regions. 

1 Introduction 

One of the outstanding problems in global marine 
gravity field determination is the degradation of the 
gravity field close to the coast as well as in Polar 
Regions. 

25 

20 
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- 1 0 1 0 3 0 5 0 7 0 9 0 

Figure 1. Standard deviation (mGal) of gravity comparison with 
marine data as a function of depth in meters (upper figure) and 
distance in kilometers to the coast (lower figure). The fields are 
KMS99 (Andersen and Knudsen, 1998) as solid line, SS 11.2 
(SandweU and Smith, 1997) long dash, and GSFCOO.l (Wang, 
2000) short dash 

Figure 1 shows the standard deviation of different 
global gravity fields as a function of depth (upper 
figure) and distance to the shore (lower figure) for 
coastal regions. The comparison with global marine 
gravity fields has been carried out with more than 
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1000 marine gravity observations in each 10m depth 
or 10 km distance interval on the x-axis. In both 
figures the coast is to the left. For both the comparison 
with depth and distance, there is clear degradation in 
the accuracy from roughly 25 km to the coast in terms 
of distance, or for depths shallower than 20 meters. 
The degradation can be directly related to the 
degradation of the coverage and accuracy of the 
altimetric observations. Overall, the largest 
contributors are as follows: 
1. Lack of data due to editing and automatic criteria 

applied to data. 
2. Errors due to bad retracking of the data. 
3. Change in sea state /ocean variability. 
4. Errors in applied models for geophysical and 

range corrections, particularly the tidal model 
Besides these altimetric related problems, there will 
be errors in the gravity field computation due to the 
presence of the coast, combined with the use of 
approximate methods which are required because the 
vast number of datapoints (mainly FFT methods). 

The papers by Andersen et al., (1999, 2004) deal 
with the effect on gravity field modelling from 
improving the corrections applied to the altimetric 
observations. 

In this paper we will present a way to improve the 
coverage of data in shallow water and Polar Regions, 
and the errors due to bad retracking. Several other 
scientific groups are currently investigating the use of 
retracking to enhance the quality of the altimetric 
observation from the ERS-1 geodetic mission 
altimetry. The current Sandwell and Smith (1997) 
global marine gravity field version 11.2 is produced 
from retracked ERS-1 altimetry. Laxon and McAdoo 
(1998) have retracked altimetry in the Arctic Ocean, 
Hwang (2003) has retracked altimetry in the China 
Sea, and Fairhead et al. (2004) have retracked data in 
several coastal regions. 

Our methods differs from all the approaches 
above, as it includes a full retracking of the 20 Hz 
waveform data for the whole ERS-1 Geodetic Mission 
data (GM) using a suite of different retrackers for 
different conditions, with the use of a new method to 
regress these data onto 1 or 2 Hz values. We will 
show initial results to demonstrate the improvement in 
gravity field determination in a test region around 
Hawaii. Finally we will demonstrate the importance of 
retracking on data coverage in Polar Regions. 

2 Retracking the ERS-1 GM data. 

Whilst individual open ocean echoes generally 
correspond well to a mathematical model, which 
enables precise range to surface information to be 
retrieved, echoes in coastal zones are firequently 
distorted and therefore fail the standard automated 
processing procedures, and are rejected. 

A variety of different echo shapes appear in the 
coastal zones caused by a variety of surface effects: 
these include land contamination of the echo, off-
ranging to inland water, and the presence of unusually 
calm water in sheltered areas. However, although 
coastal zone echoes are complex and rapidly 
changing, almost all these waveforms can be 
successfully retracked. Within 5 km of the coasthne, 
the majority of waveforms do not conform to the 
normal ocean model echo shape and are hence not 
retracked in the original data provided by ESA. 

The EAPRS rule-based expert system (Berry et al., 
1997) was designed to retrack the complex waveform 
shapes collected over land. Recently, the SOC ocean 
retracker (Challenor and Srokosz, 1989) has been 
added to the system, which now contains 11 
retracking algorithms making the system capable of 
retracking waveforms everywhere. 

For the implemented SOC ocean retracker, the 5-
point Maximum Likehhood Estimate fit was changed 
to a 3-point least-squares fit because thermal noise 
was suppressed on ERS-1, and the bottom part of the 
leading edge is missing (so sea surface skewness 
cannot be calculated). 

lOOK 

Figure 2 Percentage of the total number of points retracked 
using two different retrackers in the ESPRS system. The upper 
figure is the number of data retrieved by the SOC ocean 
retracker, and the lower figure is the sea-ice retracker. The data 
in the lower figure are normally rejected from the altimeter data 
delivered by ESA. 
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Figure 2 shows the additional amount of data retrieved 
by the EAPRS system compared with the normal 
ocean retracking performed by ES A. The upper figure 
shows the percentage of data retrieved by the normal 
ocean retracking which is very close to 100 percent in 
the open ocean, and the lower figure shows the 
additional data obtained from one of the 10 additional 
retrackers in the EAPRS system. In this case it is the 
sea-ice retracker. Note that the sea-ice retracker turns 
on in small numbers in coastal regions and in the 
presence of strong currents. This is because the echoes 
are similar in shape to one category of sea-ice echoes. 

3 Regressing altimetry onto 2Hz 

With both the GEOSAT and the ERS-1 GM, the 
average track spacing between the combined set of 
tracks is around 4 km at the Equator. The distance 
between the 1 Hz individual altimetric observations 
along the track is 7 km. In order to increase the spatial 
resolution along track we decided to investigate the 
possibility of regressing the data onto 2 Hz values, 
which would give a 3.5 km distance between the 
observations. The 2Hz data would be computed from 
10 observations versus 20 observations for the IHz 
average. 

Normally, the 1 Hz average values are computed 
in fixed 1-second bins by removing the two 
observations furthest away from the mean and then by 
averaging the remaining observations. We propose to 
use an alternative technique for the computation of 2 
Hz data, which is a local regression smoothing called 
"Loess" (Cleveland, 1979) which stands for local 
weighted linear regression to smooth data. The 
regression approach has the advantage over averaging, 
that it is possible to interpolate data closer to the coast 
(it only requires one 20 Hz observation closer to the 
coast). It furthermore uses a robust weight function 
that is resistant to outliers. 

Initially gross-errors and data over land are 
removed by comparing with the KMS04 Mean sea 
surface height. The Loess scheme works by 
computing tricubic weigh functions for each 20 Hz 
observation depending on the along-track distance to 
the position to be computed (Cleveland, 1988). 
Subsequently, a linear least squares regression is 
performed using a first-degree polynomial. The 
smoothed or regressed point is then given as the 
weighed regression at the point of interest. By 
comparing all the residuals to the regressed point and 
computing the median of the absolute deviations, 

outliers can be detected and removed, and the 
regression can be repeated iteratively until all outliers 
have been removed. 

4 Gravity field test around Hawaii. 

Hawaii was chosen as the test region for the retracking 
and regression analysis as this region has very good 
marine gravity observations, and extreme gravity field 
changes, varying by more than 700 mGal across the 
islands. 
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Figure 3 Residual geoid heights (to EGM96) of 1 Hz altimetric 
observations retracked by the ES A retracker (upper figure) and 1 
Hz observations retracked by the EAPRS. (middle figure) and 2 
Hz observations (lower figure). 

Figure 3 shows crossover adjusted residual geoid 
height observations compared to EGM96 of the 
normal ESA retracked observations and the 
observations retracked by the EAPRS expert retracker 
system. The expert system clearly retracks more point 
close to the coast. There are however some visible 
differences, particularly at the on-set of new 
observations after passage of the islands. This is due 
to the fact that the ocean retrackers in the expert 
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system has not yet been adjusted properly, and hence 
shows an offset compared with the other retrackers. 
This is primarily expressed as a bias; the expert 
system is currently being tuned using a global ocean 
cross-calibration of retracker heights to remove this 
offset. 

Table 1 Comparison with 76789 marine gravity observations 
within the Hawaii region. RADS indicate ESA retracked data. 
All values are in mGal. 

Mean Std Dev Max dev. 
RADS 
EAPRS IHz 
EAPRS 2 Hz 

-1.76 
-2.11 
-2.10 

12.82 
12.59 
12.01 

144.53 
156.21 
152.78 

Table 1 shows a comparison with marine gravity 
observations within the Hawaii region bound by 
(15°<lat<29°, 188°<long<208°) in a gravity field 
computation following the methods by Andersen and 
Knudsen, (1998). Only ERS-1 GM data have been 
used for the gravity field computation. 

Even with the known offset in one of the retrackers 
in the EAPRS system these data perform slightly 
better in a comparison with marine gravity 
observations that the ESA retracked data (12.82 to 
12.59 mGal respectively). 

With the additional enhancement of using 2 Hz 
data rather than 1 Hz data, further improvements are 
obtained (12.82 to 12.01 mGal respectively) which 
shows the importance of the increased data coverage 
in regions of large gravity field variations. 

Further investigations in coastal regions is 
currently ongoing to substantiate and validitate these 
preliminary results as well as to fine-tune the 
dataediting and gravity predictions softward. 

5 Polar Regions. 

Retracking will provide the most new valuable 
observations in the Polar Regions where most 
observations fail to be retracked by the standard ESA 
ocean-model retracker when sea-ice is present. This 
was also demonstrated in Figure 2, which showed the 
number of additional data that could be retrieved with 
the sea-ice retracker. 

Figure 4 shows the vast improvement in spatial 
coverage of good altimetric observations in complex 
coastal Polar Regions. The region east of Greenland is 
notorious for the presence of sea ice. It is roughly 600 
km by 400 km in extent, and the number of ERS-1 

data points that can be retrieved from retracking is 
increased from 350 datapoints to 11.200 datapoints 
when including, in particular, the sea-ice retracker. 
The figure also demonstrates apparent inaccuracies in 
the coastline model used for the plot, and illustrates 
the possibihty of retracking data even in deep fjords, 
where altimetry has not previously been available. 

; - • - — 4 - . * - , . 
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Figure 4 Unadjusted altimetric geoid height observations in the 
ice-covered regions east of Greenland. The upper figure shows 
the IHz data in the Radar Altimeter Database System (RADS), 
which uses the data delivered by the ESA retracking system, and 
the lower figure shows the 1 Hz retracked altimetric data. 

A comparison with 1288 marine in the permanently 
ice-covered region east of Greenland is shown in 
Table 2. The Laxon and McAdoo (1998) polar gravity 
field and the KMS02 gravity field were included. In 
this region the great impact of retracking is clearly 
demonstrated. For KMS02 the lack of ocean retracked 
altimetry shows that this field is not an improvement 
over EGM96, whereas the retracked gravity field data 
by Laxon and McAdoo performs substantially better. 

Table 2 Comparison with 1288 marine observations within the 
square bounded by 77°N to 79°N, and 5°W to 15°W from the 
Nordic gravity data base. All values are in mGal. 

EGM96 
Laxon&McAdoo (97) 
KMS02 
EAPRS 2 Hz 

Mean 
-0.76 
1.10 
0.98 
-2.10 

Std Dev 
17.63 
6.59 
18.58 
5.78 

Max dev. 
122.91 
56.21 
139.28 
43.93 
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6 Outlook 

Within the coastal zone a variety of echo shapes can 
be returned to the altimeter. Some are caused by 
calmer patches of water, especially prevalent in 
sheltered areas and within coves and inlets. Others 
have been contaminated by the land, or show off-
ranging to still inland water, especially close to river 
deltas or harbours. 
However, even these complex shapes can be 
successfully retracked using the EAPRS expert 
system, vastly improving the data retrieval in coastal 
zones. 
By using a new method to regress the 20 Hz ERS-1 
geodetic mission altimetric data onto 2 Hz values 
corresponding to roughly 3.5km along track, we can 
obtain a spatial distribution of the altimetric data that 
has roughly the same along-track and across track 
spacing. On average it is 4 km across track spacing 
and 3.5 km along-track spacing. 
Initial comparison with marine gravity field data 
already reveals that even at this preliminary stage 
(where residual offsets are known to exist between the 
different retrackers in the EAPRS system) we can 
obtain better comparison with the marine gravity 
observations than that obtained when using the data 
retracked by ESA. 

Acknowledgment. The authors would like to thank R. Scharroo 
and colleagues for the 1 Hz (RADS) and ESA for providing 
waveform data for the analysis. 

Information. The KMS2002 gravity field and the described 
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Abstract. The gravity field of the Earth can be di­
vided into a dominant quasi-static part and several 
relatively small but significant temporal constituents. 
Important examples of temporal sources are ocean 
tides, atmospheric pressure variations, and geophys­
ical signals like those of continental hydrology and 
ocean bottom pressure variations predicted by the 
ECCO ocean model. Space-borne gravimetry, such 
as by the GRACE system, aims at observing tem­
poral changes of the Earth's gravity field, includ­
ing those induced by continental hydrology. A case 
study, based on a simulated gravity field retrieval for 
a 1-year GRACE-type mission, has been conducted 
to analyze the separability of continental hydrology 
fi'om other temporal gravity sources. 

It has been investigated hov^ typical differences 
between recent ocean tide models and between global 
atmospheric pressure variation maps affect the ob­
servations (low-low satellite-to-satellite range-rate 
tracking (SST) and orbital positions fi'om GPS high-
low SST) and retrieved gravity field spherical har­
monic expansions. In addition, the aliasing of signals 
predicted by the ECCO model and the effect of low-
low SST observation noise and uncertainties in the 
recovered orbital positions has been analyzed. 

It is concluded that large scale features of conti­
nental hydrology can be observed by a GRACE-type 
mission, provided that the low-low SST observations 
have a precision at the level of 1 fxm/s at 1 Hz, and 
when great care is taken with the gravity field recov­
ery approach. 

Key words, low-low satellite-to-satellite tracking, 
temporal gravity, hydrology, atmosphere, tides, ocean 
models 

1 Introduction 

Satellite Laser ranging (SLR) to satellites such as 
LAGEOS-1 and -2 has proved the possibility for 
observing temporal gravity in the very long wave­
length domain leading for example to intriguing re­
sults for the time evolution of the Earth's oblateness 

or predominantly the J2 term (Cox and Chao 2002; 
Cazenave and Nerem 2002). The CHAMP (launch 
July 15, 2000, (Reigber et al. 1999)) and GRACE 
(launch March 17, 2002, (Tapley and Reigber 1999)) 
satellite missions have opened the possibility for ob­
serving temporal gravity fi'om space on a much more 
detailed scale than ever before and impressive re­
sults have already been obtained (Tapley et al. 2004). 
These results indicated the possibility for observing 
changes in continental hydrology in very large basins, 
such as in the Amazone area in South-America. How­
ever, results also indicated that great care needs to 
be taken when modeling other temporal gravity field 
sources such as ocean tides and changes in the atmo­
spheric mass distribution. In addition, it was found 
that the gravity field reduction process is very sensi­
tive to the parameterization of the gravity field esti­
mation problem (arc length, empirical accelerations, 
accelerometer biases and scale factors). It was con­
cluded that SLR tracking remains to be an important 
asset when analyzing geocenter variations (spherical 
harmonic degree 1 terms) and changes in J2, and 
is a prerequisite for diagnosing possible problems in 
the processing of CHAMP and GRACE observations 
taken by the on-board science instruments. 

The problem of temporal aliasing of different 
gravity field sources has been studied extensively,c/^ 
(Han et al. 2004) and (Velicogna et al. 2001). We 
have built a simulation tool around the GEODYN 
software package (Rowlands etal. 1995) that allows 
to study the observability and separability of differ­
ent gravity field sources (static and temporal) for sev­
eral gravity field mission concepts and scenarios, in­
cluding CHAMP- and GRACE-type missions, and 
possible future missions such as GOCE (ESA 1999) 
and GRACE/GOCE follow-ons. This tool allows a 
rigorous parameterization of the gravity field esti­
mation problem and long data periods. It has been 
used for a case study where a one-year GRACE-type 
mission is defined for observing mass changes due 
to continental hydrology. The observability is stud­
ied in the presence of typical low-low SST obser­
vation noise levels and coupling with (errors in the 
modeling of) other temporal gravity field sources, in­
cluding atmospheric mass redistributions, ocean tides 
and mass changes inflicted by ocean bottom pres-
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Fig. 1. Dominant mode (EOF) of mass changes due to continental hydrology for 2000 (Fan and van den Dool 2004). Please 
note the scale of the time pattern is in mm. 

sure variations making use of ECCO ocean models 
(ECCO homepage 2004). 

The simulation tool makes use of numerical 
integration of the equations of motion and variational 
equations for the estimated gravity field and orbit 
parameters, and offers the possibility to describe the 
Earth's gravity field as a sum of a baseline static part 
and (different) combinations of temporal sources. 
Currently all sources are represented by spherical 
harmonic expansions, although also space localized 
functions such as gravity anomalies and density 
layers are possible. For the case study to be outlined 
in the next section, the following models were used: 
• Static gravity field model: GGMOIS; 
• Temporal gravity: 

- Continental hydrology 
(Fan and van den Dool 2004); 

- Ocean tides: FES99 and GOT99.2b; 
- Atmospheric mass variations: 

ECMWFandNCEP; 
- Ocean bottom pressure: ECCO. 

The real world was modeled by the GGMOIS 
static field (GRACE CSR home page 2004) in com­
bination with GOT99.2b (Ray 1999) ocean tides, 
ECMWF based atmospheric mass variations, oceanic 
mass redistribution according to ECCO models, and 
continental hydrology (Fan and van den Dool 2004). 
The GGMOIS model is a GRACE-based satellite 
only solution to degree and order 120, but was trun­
cated at degree and order 50 in the case study. The 
two ocean tide models were derived using differ­
ent methodologies. GOT99.2b is an empirical model, 
whereas FES99 makes use of hydrodynamical equa­
tions. The temporal background gravity field mod­
els were developed complete to degree and order 20 
(making in certain cases for example use of Love 

numbers for converting equivalent water heights to 
Stokes coefficients, see (Schrama 2003)). Figure 1 
displays the dominant mode (first EOF or Empiri­
cal Orthogonal Function) of the continental hydrol­
ogy model in terms of geoid variations for a one 
year period. This dominant mode represents about 
80% of the amplitude, or about 60% of the energy 
of the total signal. Clearly visible are relatively large 
fluctuations in the area covering part of the Southern 
states of the U.S, Mexico and Latin America, the area 
fi-om the Sahel to South-Afiica, the Amazone and 
Zambesi basins and areas in East-Asia. Also clearly 
visible is the dominant annual signature (right part of 
the Figure). The objective of the case study is to in­
vestigate whether this signature can be recovered by 
a GRACE-type mission in the presence of observa­
tion errors (low-low SST and GPS-based orbit recon­
struction errors), mismodeling of ocean tides (using 
FES99 as reference model, (Lefevre et al. 2002)) and 
atmospheric mass variations (using NCEP reanaly-
sis surface pressure data as reference), and ignoring 
ECCO predicted gravity changes (see also Table 1). 
The static gravity field model is assumed to be a long-
period averaged solution with negligible errors. 

2 Temporal gravity 

The signal and/or model uncertainty size derived 
fi-om the spherical harmonic expansions of the dif­
ferent gravity field sources is displayed in Figure 2. 
In fact, for the atmospheric mass variations the signal 
size is the average of 366 daily spherical harmonic 
expansions complete to degree and order 20 (in the 
following referred to as 20x20) using daily pressure 
fields from the year 1992, for ECCO from 2000, and 
for continental hydrology the average of 12 monthly 
20x20 fields for 2000. It can be seen that the error 
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Fig. 2. Magnitude of temporal gravity field sources and model differences, and quality of GGMOIS (left), and effect of 
observation noise on gravity field recovery accuracy for different observation period durations (right). The temporal gravity 
field sources include ocean tide model differences between FES99 and GOT99.2b, gravity field changes due to atmospheric 
mass redistributions (total signal according to ECMWF, and differences between ECMWF and NCEP), and gravity field 
variations due to continental hydrology and ECCO ocean models. 

level of GGMOIS, which is based on 111 days of 
GRACE observations, is above the signal size of con­
tinental hydrology up to degree 5. However, it is fair 
to assume that significant improvements will be made 
as time progresses resulting in more observations and 
a better understanding of the behavior of the GRACE 
system. Moreover, the objective is to study tempo­
ral gravity, although it is realized that errors in the 
static gravity fiield model might affect the recovery 
of temporal gravity, which is an interesting topic for 
future research. The signal size of the atmospheric 
mass variations is of the same order of magnitude 
as those inflicted by continental hydrology. Assum­
ing that the differences between ECMWF and NCEP 
atmospheric pressure fields are representative for the 
accuracy with which atmospheric mass variations can 
be modeled, Z\(ECMWF-NCEP), continental hydrol­
ogy can still be observed. The signal predicted by the 
ECCO model has a size comparable to the differences 
between the two atmospheric pressure field models 
and is in fact much below the continental hydrology 
signal. The uncertainty in ocean tide modeling, re­
flected by Z\(FES99-GOT99.2b), intersects the con­
tinental hydrology signal around spherical harmonic 
degree 15 (see Figure 2). Based on these results, it 
may be concluded that an effort is required to further 
improve ocean tide modeling. 

3 Case study 

Gravity field recovery simulation experiments have 
been conducted for a one year period, or 366 days 
for 2004 (leap year). It has to be noted that some 
temporal gravity sources that were used in the sim­
ulations are for 1992 and 2000 (Section 1). It is fair 
to assume that these data sets realistically reflect the 

signal magnitudes and time signatures that can be ex­
pected. A GRACE-type mission is selected, consist­
ing of two satellites flying en echelon in 440 km alti­
tude orbits with an inclination of 89° and separation 
of 200 km. Gravity field models are estimated from 
low-low SST observations and orbit positions (iner-
tial Cartesian x,y,z coordinates) resolved fi"om the 
GPS high-low SST observations. The low-low SST 
observations are sampled at 30-s intervals and Gaus­
sian noise is added with a standard deviation of 0.2 
/xm/s (equivalent to 1 /zm/s at 1 Hz). The orbit coor­
dinates of the two satellites are assumed to have an 
accuracy of 1 cm (Gaussian) and are sampled at 2-
min intervals (Table 1). 

Table 1. Definition of case study: truth, reference and error 
models. 

Truth model 
static gravity field: 
continental hydrology: 
ocean tides: 
ocean bottom pressure: 
atmospheric pressure: 
Reference model 
static gravity field: 
continental hydrology: 
ocean tides: 
ocean bottom pressure: 
atmospheric pressure: 

GGMOIS 
Fan & Dool, 2004 
GOT99.2b 
ECCO 
ECMWF 

GGMOIS 
none 
FES99 
none 
NCEP 

Observation errors (Gaussian) 
low-low SST: 
orbit coordinates: 

(J = 0.2 iimls @ 30-s 
(j(x,y,z) = \ cm@ 2-min 

The one-year simulated observation data set is 
divided into daily periods and for each day normal 
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equations are computed for a 20x20 spherical har­
monic gravity field model (including degree 1 terms) 
and for epoch state vectors for the two satellites 
(2 X 6 = 12 unknowns per day, each state vec­
tor consisting of 3 position and 3 velocity coordi­
nates). It is fair to assume that above degree 20, 
the temporal gravity field signals have a very low 
signal magnitude (Figure 2) and it is also assumed 
that a high-accuracy, higher resolution background 
model is available for the static gravity field (in this 
case the 50x50 truncated GGMOIS model). How­
ever, for fiiture more advanced and precise gravity 
field missions, the simulations can be extended to 
(much) higher degrees, requiring extensive (but feasi­
ble) computer resources. The daily normal equations 
can be combined to obtain gravity field solutions for 
different period lengths. For example, a weekly solu­
tion is obtained by combining 7 daily normal equa­
tions solving for 84 ( 7 x 1 2 ) epoch state vector un­
knowns and one 20x20 gravity field spherical har­
monic expansion. 

4 Results 

Before conducting the gravity field recovery in the 
presence of all error sources according to Table 1, 
the effect of different temporal gravity field sources 
on the low-low SST range-rate observations was 
assessed. The signal Root-Mean-Square (RMS) of 
the low-low SST range-rate observations is typically 
around 20 cm/s, and is dominated by the J2 term. For 
all 366 days, the RMS is computed by estimating only 
the 12 (2 X 6) epoch state vector parameters. Finally, 
the RMS of the 366 daily RMS values is displayed in 
Table 2. Continental hydrology causes an RMS sig­
nal of about 0.18 /im/s, compared to 0.14 fim/s for 
the FES99/GOT99.2b ocean tide model differences, 
0.43 /^m/s for atmospheric mass variations predicted 
by ECMWF pressure fields, 0.22 fxm/s for the differ­
ences between ECMWF and NCEP, and 0.10 /xm/s 
for mass variations induced by the ECCO model. 
These numbers indicate that atmospheric mass vari­
ations need to be accurately modeled, that ocean 
tide model uncertainties compete with the continen­
tal hydrology signal and that the ECCO model results 
in relatively small low-low SST range-rate perturba­
tions. 

In a second step, the separate effect of observa­
tion errors on the achievable gravity field recovery er­
ror was assessed by generating 366 daily, 52 weekly 
and 12 monthly solutions. The annual averages of the 
degree RMS values of spherical harmonic coefficient 
errors is displayed in Figure 2. It can be seen that 
for weekly and monthly solutions the errors are be­
low the continental hydrology signal, but that this is 
not the case for daily solutions (which can be antic-

Table 2. RMS of low-low SST observation residuals (30-
s sampling) due to different temporal gravity field sources 
(366 daily arcs) 

Source 
Continental hydrology: 
Tide model differences: 
Atmosphere: ECMWF 
Atmosphere: ECMWF-NCEP 
ECCO 

RMS (/xm/s) 
0.179 
0.142 
0.432 
0.227 
0.101 

ipated considering that the satellites complete 16 or­
bital revolutions per day, but that a 20x20 model is 
solved for; in all cases no regularization was applied). 
The dominant error mode (EOF analysis) of the daily 
gravity field solutions in term of geoid is displayed 
in Figure 3 displaying a pattern commensurate with 
the daily ground tracks of the satellite pair. A similar 
pattern was predicted by an EOF analysis of the dom­
inant eigenvectors of the daily inverses of the normal 
equations. 

Based on the previous results, it was decided to 
generate a time series of 52 weekly (or 52 7-day) 
gravity field solutions in the presence of all error 
sources listed in Table 1. Again, an EOF analysis 
was conducted. Figure 4 clearly reveals the domi­
nant mode caused by errors in the recovery of de­
gree 1 terms, which are heavily correlated with the 
2 x 6 epoch state vector. It is obvious that the conti­
nental hydrology signal (Figure 1) is completely ob­
scured by this mode. This error mode can again be 
predicted by error propagation, and thus seems to in­
dicate an inherent weakness in the gravity field re­
covery approach (which might be solved by adding 
certain types of tracking data to other satellites, such 
as SLR tracking of LAGEOS-1/2). It was also found 
that the FES99 and GOT99.2b ocean tide model dif­
ferences cause relatively large perturbations in the de­
gree one gravity field terms indicating the need for 
co-estimation of tide model terms and/or independent 
tide model improvement. However, generating a sec­
ond series of weekly gravity field solutions without 
solving for the degree one terms results in a domi­
nant mode as displayed in Figure 5, clearly reveal­
ing the most important features of the continental hy­
drology signal (Figure 1). Striking differences can 
be observed in the Antarctic region, which can be 
attributed to large differences between the ECMWF 
and NCEP atmospheric pressure fields. Although the 
time signature is rather noisy, it displays a clear an­
nual period comparable to the true annual pattern. It 
was found that this noisy behavior is reduced signifi­
cantly when making monthly gravity field solutions. 

It is interesting to compare as well the fourth EOF 
of the case where the gravity degree 1 terms (3 co­
efficients leading to possibly 3 dominant EOFs) are 
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Fig. 3. Dominant mode (EOF) of recovered daily gravity field solutions with only observation noise switched on. 

Fig. 4. Dominant mode (EOF) of recovered weekly gravity field solutions with all error sources switched on (degree one 
terms included). 

week 

Fig. 5. Dominant mode (EOF) of recovered weekly gravity field solutions with all error sources switched on (degree one 
terms ignored). 
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estimated with the first EOF as displayed in Figure 4. 
It was found that these EOFs compare very well: the 
correlation is bigger than 90%. 

5 Conclusions 

Temporal gravity field variations such as induced by 
continental hydrology is observable with GRACE-
type missions. 

Great care needs to be taken with the parame­
terization of the gravity field recovery. First of all, 
the arc length and the combined estimation of non-
gravitational (for example satellite epoch state vec­
tors) and gravitational parameters needs to be care-
fiilly defined and investigated. Second, the period 
for which gravity field solutions are to be generated 
needs to be balanced with the required precision, tem­
poral and spatial resolution levels. 

It was found that the degree one terms can be seri­
ously affected by uncertainties in ocean tide models. 
Also, there are indications that degree one terms are 
weakly observable by the investigated mission con­
cept in combination with the adopted gravity field re­
covery approach. For overcoming this weakness, con­
tinued high-quality SLR tracking is instrumental and 
will in combination with GRACE-type observations 
guarantee high-precision temporal gravity modeling 
from the very long to the medium wavelength domain 
(degree 1 - 20). 

The low-low SST observations need to have a 
high precision level, of the order of 1 //m/s at 1 Hz. 
In order to be able to observe continental hydrology, 
mass variations due to ocean tides and atmosphere 
need to be modeled with great precision. 

Finally, it can be concluded that a tool has been 
implemented that can be used for gravity field 
mission analysis, opening the possibility to assess in 
a closed-loop the effect of observation noise, satellite 
configuration, mismodeling of (combinations of) 
gravity field sources and gravity field recovery 
reduction approach and parameterization. 
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Abstract. The current missions CHAMP and 
GRACE have already contributed drastically to our 
knowledge of the Earth's gravity field in terms of ac­
curacy, homogeneity and time- and space-resolution. 
The future mission GOCE will further add to that 
in terms of spatial resolution. Nevertheless, each 
of these missions has its own limitations. At the 
same time several geoscience disciplines push for 
ever higher requirements on spatial resolution, time 
resolution and accuracy. Future gravity field mis­
sions will need to address these requirements. 

A number of new technologies may enable these 
future missions. They include laser tracking and 
atomic interference. Most likely, a mission that im­
plements such technologies, will make use of the 
concept of formation flying. This paper will discuss 
the feasibility of low-Earth satellite clusters. It fo­
cuses in particular on the stability of satellite for­
mations under the influence of perturbations by the 
Earth's flattening. Depending on initial conditions 
several types of relative J2 orbits can be attained. 

By interpreting the low-low satellite-to-satellite 
tracking observable as gradiometry this paper fur­
thermore indicates how satellite clusters may be em­
ployed in satellite gravimetry. 

1 Limitations of current and planned 
gravity missions 

CHAMP, GRACE and GOCE. The satellite mission 
CHAMP currently provides static gravity field solu­
tions at dm-level geoid accuracy up to an effective 
maximum spherical harmonic degree of around 60, 
cf figure 1. Recovery of the time-variable field seems 
to be at—or rather below—the edge of feasibility. 
Although CHAMP is still in orbit, delivering quality 
science data, this combination of resolution and ac­
curacy is the natural limitation of the mission. 

The accuracy of GRACE-derived geoids, on the 
other hand, is at mm-level around these degrees. It 
achieves its resolution around degree 120 at which 
the geoid accuracy is at the dm-level again. Future 
data and modeling improvements will likely push the 

limit towards a maximum degree of 150. Moreover, 
GRACE provides monthly solutions that clearly re­
veal time-variable gravity (Tapley et al., 2004). 

The gradiometer mission GOCE, due for launch in 
2006, aims at cm-accuracy and a spatial resolution 
corresponding to maximum degree 300. This high 
resolution, combined with the relatively short mis­
sion duration, does not allow time-variable gravity 
recovery, although time variations will alias into the 
static solution. 

geoid degree RMS geoid commission error 

50 100 
SH degree 

50 100 150 
SH degree 

Fig. 1. CHAMP and GRACE gravity recovery performance: geoid 

RMS (left) and cumulative geoid error (right) as fimction of spher­

ical harmonic degree. The CHAMP curves represent the model 

EIGEN2. Those of GRACE refer to EIGEN-GRACE02S. 

Despite the wealth of new gravity field informa­
tion and despite the many new scientific issues that 
can be addressed, these missions are limited in spa­
tial resolution, temporal behaviour (resolution and 
mission duration) and accuracy of the resulting grav­
ity field recovery. The key limitations, at least from 
a gravity recovery viewpoint, are: 

- Sampling and resolution: missions are designed 
for either spatial or spectral resolution. A simul­
taneous high spatial and spectral resolution is fun­
damentally impossible with a single mission. 

- Aliasing: unmodeled phenomena with sub-
monthly period will alias into the monthly GRACE 
solutions. Time-variable signal will also map into 
the static GOCE field. 

- Monitoring: limited mission durations of 5 year 
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(CHAMP, GRACE) or 1 year (GOCE). 

- Gravity signal: when interpreted as an along-track 
gravity gradient, the GRACE-observable is seen to 
be a relatively weak component, see below. 

The limitations of GRACE and GOCE are analyzed 
from a more technological viewpoint by Aguirre-
Martinez and Sneeuw (2003). 

Future low-low SST. At the same time Earth sci­
entist are driving the requirements for ever higher ac­
curacies and resolutions. Moreover, similar to satel­
lite radar altimetry, there is a growing demand for 
a monitoring facility rather than a few individual 
satellite missions. Studies into next-generation grav­
ity field missions tend to focus on low-low satellite-
to-satellite tracking (SST). Indeed, the accuracy 
gain that is potentially achieved by laser SST over a 
GRACE-type radio link is far larger than the expected 
future improvements in gradiometry technologies. 

0 10 20 30 40 50 
(WWITY FIELD EFFECT SENSED BY GRACE IN MICRONS 

Fig. 2. GRACE first light: map of gravity field effect on inter-

satellite baseline. 

The key GRACE-type SST observable is the inter-
satellite distance and relative velocity in a leader-
follower configuration at near-polar inclination. This 
type of observable inherently suffers from the weak­
ness that it is mainly sensitive along the line-of-sight, 
i.e. in North-South direction. This was demonstrated 
by the very first release of a GRACE map, cf Figure 
2, which clearly demonstrated a sensitivity towards 
East-West features in the Earth's gravity field. Note, 
for instance, the weak presence of Andes or Rocky 
Mountains in the map. 

The observable approximates the along-track in­

line gravity gradient term Vxx- In terms of gravity 
gradiometry this is known to be a relatively weak 
term. Its spectral content is approximately one half 
of the radial gravity gradient term Vzz- More im­
portantly, the directional sensitivity of the observable 
also translates into a non-isotropic error behaviour. 

Formation flying. Formation flying, which is 
currently receiving much attention internationally, 
may solve some of the aforementioned issues. A 
satellite formation may consist of any number of 
satellites that are performing a relative motion 
around a common center. A GRACE-type leader-
follower formation can be seen as a simple exam­
ple of formation flight. In general, satellites may 
perform more complicated elliptical or circular rela­
tive motion. Obviously, when the distances between 
these satellites would be measured, the gravitational 
signal would include radial information. Moreover, 
a relative inclination might be achieved that would 
lead to cross-track information going into the observ­
able. Such observables could address several of the 
aforementioned weaknesses, most notably the spec­
tral content and the non-isotropy of the low-low SST 
observable. Including cross-track information may 
also reduce the aliasing problem. 

For these reasons this paper will mainly investigate 
the feasibility of formation flying in a realistic gravity 
field. It will then be discussed how to use formation 
flying in a gravity field mission. 

(W ( ) / r, 1 

V 

^ S a t e l l i t e 

// ^'f i 

W ^ r ^ I / / ChiefSatellite / e r 

^ ^ - " ^ \ / _ 

Chief Inertial Orbit 

/ Deputy 
^ Inertial Orbit 

Fig. 3. Illustration of a general spacecraft formation with out-of-

plane relative motion. 

2 Feasibility of formation flying in a J2 
gravity field 

2.1 Equations of relative motion 

Let us adopt the following formation flying nota­
tion. A set of deputy satellites are to fly about a 
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chief location as shown in Figure 3. This location 
could be an actual spacecraft, or simply a reference 
point. The inertial chief position vector is r ^ while 
p is the deputy relative position vector. The rotating 
Hill frame O = {eg^eh^er} is defined with e^ be­
ing along the chief orbit radial, eh being along the 
chief orbit plane normal, and BQ completing the right 
handed coordinate system. The angular rate of the 
Hill frame (chief motion) is 6. The deputy position 
vector p is then expressed in the Hill frame through 

of motion are given through: 

o. {x,y,z)- (1) 

The general equations of motion of a deputy satel­
lite with respect to a chief is given by Schaub and 
Junkins (2003): 

x-\- z6 + 2ze Q2 

z-z{e^ + 2 

y+J^y = ay 

x9 — 2x0 = a-

(2a) 

(2b) 

(2c) 

where ji is the gravitational constant and {ax, ay, az) 
are non-Keplerian forces acting on the deputy satel­
lite. They could be due to atmospheric drag, J2 grav­
itational oblateness effects, or control thrusters. 

Many missions consider formations where the 
chief motion is essentially circular with a near zero 
eccentricity e. In this case the chief rate 0 is con­
stant and equal to the mean orbit rate n = ^/JL/T^. 

The equations of motion simplify to the well-known 
linearized Hill equations (Hill, 1878), see also (Clo-
hessy and Wiltshire, 1960): 

X + 2nz = â  

y + n^y = a, 

2nx — 3n'^z = a. 

(3a) 

(3b) 

(3c) 

We will refer to them as HE in the sequel. Eq. (3) has 
been used extensively in spacecraft formation flying 
mission analysis and control research. They are rea­
sonable as long 2is {x,y,z) are small compared to the 
chief orbit radius TC-

Often it is convenient to work in non-dimensional 
states. Let {u,v,w] {x,y,z)/rc be non-
dimensional deputy relative position coordinates. If 
the true anomaly / is used as the independent angle 
instead of time, then the general first order equations 

w 2vv' 

^' + 2w' -= au 

v" + V = ay 

Sty 

1 + e cos / a, 

(4a) 

(4b) 

(4c) 

Many further forms of the relative motion have 
been developed. Schweighart and Sedwick (2002) 
developed an extension to the HE which includes lin­
ear J2 oblateness perturbations in the equations of 
motion. Humi and Carter (2003) have shown solu­
tions with special forms of quadratic drag. An excel­
lent survey of relative motion state transition matri­
ces is found in (Carter, 1998). 

2.2 First order analytical solutions 

If the chief motion can be modeled as circular, then 
the HE can be solved analytically. Assuming no per­
turbations or thrusting is present {a^ = ay = az = 
0), all possible deputy relative motions can be ex­
pressed in closed form (Schaub and Junkins, 2003): 

x{t) = —2AQ sm{nt + a) — -ntZof^ + ajoff (5a) 

y(t) = B^ cos{nt + p) 

z{t) = AQ cos{nt + a) + Zof[ 

(5b) 

(5c) 

Note that the out-of-plane motion is decoupled from 
the in-plane motion. The integration constants can be 
expressed in terms of initial conditions through: 

Ao = -^Jzl + {2xo + ^nzQY (6a) 

^0 - l^yl + {riy^Y (6b) 

(6c) 

(6d) 

n 
1 

n 

arctan 
ZQ 

^off 

^off 

arctan 

2 
n 

XQ 

\nyo J 

[XQ + 2nzQ) 

_ 2io 
n 

(6e) 

(6f) 

These equations are very convenient to explore what 
possible natural and unforced formation shapes are 
feasible. For example: 

- If 5o = 0, a purely in-plane relative motion 
is achieved which is always a 2:1 ellipse (the 
CartWheel-mode); 

- If Eo = \/3Ao, the relative motion is circular with 
radius 2AQ (the LiSA-mode); 
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- If Bo = 2Ao, one achieves elliptical motion with 
a circular cross-section in the local horizon plane 
^e-^h (the TechSat21-mode). 

The latter two configurations also require either a = 
P ov a = jS -\-7r. 

If the chief motion is not circular, then the solution 
in Eq. (5) is no longer valid. Even small amounts 
of eccentricity can produce modeling errors compa­
rable to those produced by J2 gravitational pertur­
bations or atmospheric drag. Carter (1998) presents 
an analytical solution to the linearized relative mo­
tion where the true anomaly is used as the inde­
pendent variable. However, this solution does not 
provide that elegant geometrical insight the classi­
cal HE solution provides. In (Schaub, 2004) the 
first order (u, v^ w) non-dimensional relative motion 
is expressed in terms of orbit element differences. 
This analytical relative motion solution is valid for 
chief motions of any eccentricity, but also uses true 
anomaly as the independent variable. The orbit ele­
ment difference based solution is written in terms of 
static offsets and sinusoidal components, and has a 
similar geometric structure as the anal3^ical HE so­
lution. Even for highly eccentric chief motions, the 
first order out-of-plane relative motion is still decou­
pled from the in-plane motion. 

2.3 Bounded relative motion constraints 

To avoid having the formation drift apart, bounded 
relative motion solutions are sought. If no pertur­
bations are present, then the nonlinear bounded rel­
ative motion constraint is simply that all orbit peri­
ods must be equal. This is equivalent to requiring 
that the semi-major axis differences Sa be zero. This 
bounded motion constraint is valid for both circular 
and eccentric orbits, as well as small and large rela­
tive orbit dimensions. 

The orbit element constraint Sa = 0 can be ap­
proximated using Hill frame Cartesian coordinates 
by taking a first order expansion. An equivalent ap­
proach is to look at the analytical HE solution in 
Eq. (5). The only secular growth occurs in the along 
track direction through the -3/2ntZoff term. For this 
secular growth term to be zero, we find that the initial 
Cartesian coordinate conditions must satisfy 

XQ + 2nzo = 0 (7) 

This first order approximation of Sa = 0 assumes 
that the chief is circular and that the relative orbit ra­
dius p is small compared to the chief orbit radius Vc. 
However, this condition can be applied at any point 
within the orbit. If the chief motion has a small but 

non-zero eccentricity, then the first order bounded 
relative motion constraint is written as (Inalhan et al., 
2002; Schaub and Junkins, 2003): 

i:o + (2 + 3e)nzo = 0 (8) 

if the initial time is set at perigee. 
If the gravitational J2 perturbation is present, then 

all orbits experience short and long period perturba­
tions. Only the ascending node ft, argument of peri-
apsis cj and initial mean anomaly MQ will experience 
secular drift. Their mean rates are given by (Schaub, 
2004; Schaub and Alfiriend, 2001): 

:(a,e) d^ _ 
d^ ~ 2 
do; e(a, e) 
~dt ~ 4 

dMo _ €(a,e) 
"dT ~ 4 

ncosi 

n (5 cos^i — 1) 

nr] (Scos^i — 1 

(9a) 

(9b) 

(9c) 

with e(a, e) = 3J2(req/a(l — e^)) and where T] = 
v l — ? is an eccentricity measure. The distance req 
is Earth's equatorial radius. Note that only a, e and 
i control the secular drift rate of the remaining three 
orbit elements. This drift could be compensated for 
by thrusting. However, this will quickly consume a 
lot of fuel. Schaub and Alfriend (2001) introduce 
the concept of J2-invariant relative orbits. Here the 
relative orbit geometry is designed such that while 
all orbits are still drifting, on average, they will drift 
at equal rates. To achieve this, the following mean 
relative drift rates are set to zero: 

Se = Su + SMo = 0 

(50 = 0 

(10a) 

(10b) 

The first condition guarantees no in-plane drift and 
leads to the orbit element constraint equation 

^ = : ^ ^ i ( 4 + 37y)(l + 5cos2i)Jr? 
a 2 r2q 7] 

(11a) 

The second conditions controls the out-of-plane drift. 
It yields the orbit element constraint 

Sf} V 
tani (lib) 

By choosing either a difference in eccentricity, incli­
nation, or semi-major axis, the other two orbit ele­
ment differences are then dictated through the con­
straints in Eqs. (11a) and (1 lb). Note that in order to 
have either a difference in eccentricity or inclination, 
a non-zero difference in semi-major axis is required. 
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This is a departure from the Keplerian bounded rel­
ative motion results. For near-polar chief motions 
with inclination differences, the J2-invariance con­
straints may result in very large along-track relative 
orbit dimensions. To avoid this, the 2^^ constraint 
(lib) is typically dropped and any out-of-plane sec­
ular drift will have to be compensated for through 
thrusting (Schaub and Junkins, 2003). When design­
ing J2-invariant relative orbits, the motion is typi­
cally described in mean element space, cf. (Schaub 
and Alfriend, 2001; Brouwer, 1959). To map be­
tween the osculating (instantaneous) orbit elements 
and the mean orbit elements (long period and secular 
terms removed), the Brouwer-Lyddane theory can be 
used (Lyddane, 1963; Brouwer, 1959). 

3 Gravity mapping from satellite forma­
tions 

Future low-low sst missions, whether formation fly­
ing or not, will most likely employ laser technol­
ogy for the intersatellite link. Bender et al. (2003) 
discuss heterodyne laser interferometry, whereas 
McGuirk et al. (2002) discuss atomic interference. 
Differential accelerometry seems feasible at a level 
of 10~"^^ms"^/\/Hz. Over a baseline of 1km 
this would translate already into gradiometry at the 
10~^ E / \ / H Z level. The baseline length immediately 
scales into the error level. 

The range rate p between two satellites is the pro­
jection of the relative vectorial velocity p on the line-
of-sight unit vector e, e.g. (Rummel et al., 1978): 

p = pe 
1 / . . ^ p - p'e+-[p- p 
P 

P'\ 

(12a) 

(12b) 

Using Newton's equations, the vectorial acceleration 
difference p equals the difference in gravitational at­
traction W between the forces. The scalar range ac­
celeration p can be obtained from the observed range 
rate by numerical differentiation. To extract the grav­
itational information, one should further correct for 
the relative velocity terms at the right of (12b). 

Gradiometry from satellite formations. Al­
ternatively, when dividing p • e by the baseline, one 
obtains the in-line gravity gradient in the baseline 
direction e^Ve^ with V the gravity gradient ten­
sor. With the baseline close to along-track direc­
tion, this observable is mainly l^^;. Again, one 
should correct for the relative velocity terms at the 
right hand side of (12b). Moreover, one has to ac­
count for a linearization error in the approximation 
Vxx ~ ( K , 2 - yx,l)l{x2 - Xx). 

In a satellite formation, the baseline performs a 
full revolution in the Hill frame (9, i.e. the direction 
e rotates once every orbital revolution. Thus the ob­
served gravity gradient e^Ve contains projections 
of several tensor components Vij, i,j e {x,y,z}. 
The gravity gradient tensor V transforms under a ro­
tation of the coordinate frame as RVR^, in which 
R denotes the rotation matrix. Let us consider one 
satellite pair only in the simplest formation, namely 
the 2:1-ellipse in the orbital plane. Now assume a 
time-variable rotation a about the y-axis, such that 
the two satellites are always on the new rr'-axis. The 
coplanar gradients Vxx^ Vxz,Vzz project onto the ob­
servable as follows: 

Vx'x' = cos^ aVxx + 2 cos a sin aVxz + sin^ aVzz 

The observable Vx'x' (= e^Ve) contains the required 
gravity observable already. However, if one wants to 
disentangle the 3 contributing tensor components in 
the Hill frame, 3 independent intersatellite distances 
need to be tracked. With 3 different angles a one 
would have 3 simultaneous equations of the above 
kind, leading to an instantaneous determination of 
Vxx, ^xz and Vzz' This can either be realized by 
a Cartwheel of 3 satellites, measuring in a triangle, 
or by 6 satellites, measuring along the spokes of the 
wheel, cf figure 4. The spokes configuration may be 
easier to realize at the cost of more satellites. The 
intersatellite links in the triangular formation are de­
pendent. Technologically that may be more demand­
ing, but it has the added benefit that the required ori­
entations are better constrained. 

Fig. 4. Potential coplanar configurations for measuring the in-

plane Vxx, Vxz and Vzz simultaneously: triangle edges (left) or 

spokes (right). 

Gradiometry of out-of-plane components 
(Vxy,Vyy^Vyz) 0311 outy bc acWcvcd through 
non-coplanar satellite configurations. A relative 
inclination of the formation w.r.t. the orbit plane can 
be represented by a rotation Rx{P)- Along the same 
lines of arguing as above it can be demonstrated that 
all gravity gradient tensor components will generally 
project onto a particular Vx'x'- To disentangle this 
projection, 6 instantaneous intersatellite distances 
should be measured. Thus formation flying offers a 
way of full-tensor gravity gradiometry. 
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4 Conclusion References 

When designing future gravity field missions, forma­
tion flying is a viable alternative to leader-follower 
low-low SST configurations. Despite the presence 
of perturbations—^the strongest being the Earth's 
oblateness—stable configurations exist. The homo­
geneous Hill equations demonstrate which natural 
formation shapes are possible. In its simplest form, a 
2:1 relative ellipse, the radial gravity gradient Vzz is 
projected onto the SST observable. Thus, the inher­
ent weakness and the non-isotropic behaviour of the 
conventional low-low SST observable can be solved 
by formation flying. 

Gravity field recovery can be based on observed 
range rates p. Alternatively they may be differenti­
ated numerically into p, which can be interpreted as 
differences in the gravitational attraction between the 
satellites. Moreover, p can be recast into a gravity 
gradient observable e^Ve. With sufficiently many 
satellites linked together in a strategic way, one can 
even achieve full-tensor gravity gradiometry. 

If the relative orbits comprise a cross-track mo­
tion, the corresponding observables gain sensitivity 
in East-West direction. Although this may be help­
ful in dealiasing signals, the fundamental temporal-
spatial sampling problem of a gravity field satel­
lite mission is not addressed. To overcome aliasing 
multiple-formation configurations must be consid­
ered, such as the planned geomagnetic field mission 
SWARM: one satellite pair at the same altitude but 
with different right-ascension, plus a single higher 
satellite. 

These results are only the first step towards es­
tablishing formation flying technology as a power­
ful tool for future gravity field satellite missions. In 
future closed-loop simulations the gravity recovery 
performance of such missions must be carefully as­
sessed under a variety of mission parameters and for­
mation designs. Moreover, it is obvious that such 
missions will prompt further technological questions, 
e.g. into orbit-, attitude- and drag-control. These and 
other issues must be addressed in future studies. 

Finally, if the individual satellites can be designed 
and launched in a cost-effective way, a formation fly­
ing mission would be suitable as a long-term moni­
toring mission. 

Aguirre-Martinez, M. and Sneeuw, N. (2003). Needs and tools 
for future gravity measuring missions. Space Science Reviews, 
108(l-2):409-416. 

Bender, P. L., Hall, J. L., Ye, J., and Klipstein, W. M. (2003). 
Satellite-satellite laser links for future gravity missions. Space 
Science Reviews, 108(l-2):377-384. 

Brouwer, D. (1959). Solution of the problem of artificial 
satellite theory without drag. The Astronomical Journal, 
64(1274):378-397. 

Carter, T. E. (1998). State transition matrix for terminal ren­
dezvous studies: Brief survey and new example. Journal of 
Guidance, Control and Dynamics, 31 (1): 148-155. 

Clohessy, W. H. and Wiltshire, R. S. (1960). Terminal guidance 
system for satellite rendezvous. Journal of the Aerospace Sci­
ences, 27(9):653-658. 

Hill, G. W. (1878). Researches in the lunar theory. Am. Journal of 
Math., 1:5-26,129-147,245-260. 

Humi, M. and Carter, T. (2003). The Clohessy-Wiltshire equa­
tions can be modified to include quadratic drag. In Proc. 
AAS/AIAA Space Flight Mechanics Meeting, number AAS 03-
240, Ponce, Puerto Rico. AAS/AIAA. 

Inalhan, G., Tillerson, M., and How, J. R (2002). Relative dy­
namics & control of spacecraft formations in eccentric orbits. 
Journal of Guidance, Control and Dynamics, 25(l):48-59. 

Lyddane, R. H. (1963). Small eccentricities or inclinations in the 
Brouwer theory of the artificial satellite. The Astronomical 
Journal, 68(8):555-558. 

McGuirk, J. M., Foster, G. T., Fixler, J. B., Snadden, M. J., and 
Kasevich, M. A. (2002). Sensitive absolute-gravity gradiom­
etry using atom interferometry. Physical Review A, 65:doi 
10.1103/PhysRevA.65.033608. 

Rummel, R., Reigber, Ch., and Ilk, K.-H. (1978). The use of 
satellite-to-satellite tracking for gravity parameter recovery. In 
Proc. European Workshop On Space Oceanography, Naviga­
tion And Geodynamics (SONG), volume SP-137, pages 153-
161, Schloss Elmau. ESA. 

Schaub, H. (2004). Relative orbit geometry through classical orbit 
element differences. Journal of Guidance, Control and Dy­
namics, 27(5):839-848. 

Schaub, H. and Alfiiend, K. T. (2001). J2 invariant relative orbits 
for spacecraft formations. Celestial Mechanics and Dynamical 
Astronomy, 79(2):77-95. 

Schaub, H. and Junkins, J. L. (2003). Analytical Mechanics of 
Space Systems. AIAA Education Series, Reston, VA. 

Schweighart, S. A. and Sedwick, R. J. (2002). A high fidelity 
linearized J2 model for satellite formation flight. Journal of 
Guidance, Control, and Dynamics, 6(25): 1073-1080. 

Tapley, B. D., Bettadpur, S., Ries, J. C , Thompson, P. R, and 
Watkins, M. M. (2004). GRACE measurement of mass vari­
ability in the Earth system. Science, 305:503-505. 

Acknowledgments. Nico Sneeuw gratefully acknowledges 
the support of the Alexander von Humboldt Foundation and of the 
GEOIDE Network of Centres of Excellence. 

17 


