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Preface

This volume comprises the proceedings of the Tenth International Conference on
Genetic and Evolutionary Computing (ICGEC 2016), which is hosted by Fujian
University of Technology and is held in Fuzhou City, China on 7–9, November,
2016. ICGEC 2016 is technically co-sponsored by Springer, University of
Computer Studies, Yangon, University of Miyazaki in Japan, Kaohsiung University
of Applied Science in Taiwan, VSB-Technical University of Ostrava, and Taiwan
Association for Web Intelligence Consortium. It aims to bring together researchers,
engineers, and policymakers to discuss the related techniques, to exchange research
ideas, and to make friends.

Thirty seven excellent papers were accepted for the final proceedings. One
plenary talk is kindly offered by Prof. Han-Chieh Chao (President of National Dong
Hwa University, Taiwan).

We would like to thank the authors for their tremendous contributions. We
would also express our sincere appreciation to the reviewers, Program Committee
members and the Local Committee members for making this conference successful.
Finally, we would like to express special thanks for the financial support from
Immersion Co., Ltd, China in making ICGEC 2016 possible.

September 2016 Jeng-Shyang Pan
Jerry Chun-Wei Lin

Chia-Hung Wang
Xin Hua Jiang
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A Comprehensive Evaluation Model
for Traffic Rule

Lin Xiao1,2,3(&), Minqian Tang2, and Jeng-Shyang Pan1,3

1 School of Information Science and Engineering,
Fujian University of Technology, No. 3 Xueyuan Road, University Town,

Fuzhou 350108, People’s Republic of China
xiaolin201@qq.com

2 School of Information Management, Jiangxi University of Finance
and Economics, No. 665, West Yuping Road, Nachang 330013

People’s Republic of China
3 Key Laboratory of Big Data Mining and Applications of Fujian Province,

Fuzhou 350108, Fujian, China

Abstract. This article puts forward a model aimed at evaluating the traffic rule.
We build the evaluating models to measure the traffic influencing factors, which
can be divided into two kinds, the traffic flow factor and the safety factor.
Analyze these factors to judge the performance of the keep-right-except-to-pass
rule in light and heavy traffic. Draw the curve about time and other factors, let
time be the intermediate variable, by using the figure conversion method, we get
the curve in order to analyze the changing situation of each factor in light and
heavy traffic. Do the comprehensive analysis of the combination figure by
putting all the three curves in one coordinate system. We further set the basic
lines as standards to be compared with the observing values. The result shows
keep-right-except-to-pass rule performs well in the normal traffic yet badly in
the extremely light traffic and the extremely heavy traffic.

Keywords: Traffic rule � Space-occupation ratio � Real traffic capacity �
Vehicle headway distance

1 Introduction

Transportation is of vital importance in both ancient and modern human civilization as
one of the main ways of communication. With the development of technology,
approximately, the prime transportation means changes from carriage to automobile
leading to the thriving and prosperous growth period of economy. However, in order to
satisfy the increasing demand of economy rise and of human population, more and
more automobiles are produced, which results in the high probability of the happening

The work is partially supported by Fujian Province Education Planning projects (FJJKCG15-051)
and Fujian University of Technology Foundation Project (CY-Z15092) and Jiangxi Province
Graduate Student Innovation Foundation Project (YC2015-B052).

© Springer International Publishing AG 2017
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of the traffic jam, especially in the big cities such as New York, Beijing, and Rio.
People have developed many methods which can be divided into two major different
emphases (the hardware method and the software method) to solve such disturbing
problems. The hardware method concerns itself mostly with the construction and
designs of the roads, that is, building more roads in the city and designing some new
kinds of road such as flyovers and tunnels, while the other method with the regulations
and rules which are made to guide the behaviors of the drivers, such as the
keep-right-except-to-pass rule, which is referred in [1, 2].

In countries (except for Great Britain, Australia, and some former British colonies)
where people are used to driving automobiles on the right side of the road should adopt
this rule, which requires drivers to drive in the right-most lane unless they are passing
another vehicle, in which case they move one lane to the left, pass, and return to their
former travel lane. No one knows exactly why most people choose to drive on the right,
maybe it could satisfy the right-handers which most people are, and as a result, could
guarantee the safety. However, to make sure whether this traditional rule could opti-
mize the traffic situation leading to the best traffic flow, we are supposed to evaluate it
by mathematic modeling and computing.

2 Problem Statement and Model Construction

This article puts forward a model aimed at evaluating the traffic rule. We assume the
certain cross section of the roadway with two lanes as the simulate traffic situation. Two
edges of this cross section (entry and exit, the function of two edges can be exchanged)
both allow people to drive in and out straightly.

2.1 Quantitative Estimation Method of the Traffic Situation:
Space-Occupation Ratio Model

The city’s traffic situation reflects the overall operation condition of the automobiles on
the road; it can be roughly divided into two ranges, the light traffic and the heavy one,
which is referred in [3]. The heavy traffic happens, according to the definition made by
Chicago transport agency, as long as the roadway occupancy rate of one certain road is
larger than 30 %. On one certain cross section of the road, the roadway occupancy rate
can be classified as R (space-occupation ratio), which equals to SA (the area of the lane
occupied by the automobiles) divided by SR (the area of the total roadway), referred in
[4]. Under the assumption of the dual-lane roadway, two lanes have the equal width, so
the simplification form of the space-occupation ratio equation is f (the length of the
automobiles passing the cross section during the given observing period) divided by lr
(the total length of the roadway).

As for the parameter f , we cannot neglect the factor that there are many kinds of
vehicles differs from size and some other factors. To solve this problem, we use the
standardization method. In most countries the transport agency stipulates that one
certain kind of automobile as the basic unit of the traffic situation. When counting the
quantity of the passing vehicles, other kinds of vehicles should be adjusted by their

4 L. Xiao et al.



conversion coefficients to become the quantity of the basic unit. By looking up in the
references, we summarized the related information as the table below to show the
classification of the vehicle types and the conversion coefficients (Table 1):

Let a, b, c, d respectively represent basic vehicle, middle-sized vehicle, heavy duty
car and trailer in order. By using the standardization method which combined con-
version coefficients with four different types of automobile, we can calculate the length
of the automobiles passing the cross section. As a result, the former simplification form
of the space-occupation ratio equation can be rewritten as the final form like:

R ¼ f ¼ P
aþ 1:5

P
bþ 2

P
cþ 3

P
d

lr
ð1Þ

2.2 Traffic Flow Evaluation Model: The Real Traffic Capacity Model

According to the related references, the traffic capacity refers to the maximize quantity
of automobiles passing the assumed cross section of the roadway during the given
observing period, in the case of the certain traffic situation. As a result, we can simplify
the real traffic capacity equation turning out to be:

N ¼ 1000v
l

vehicles=hð Þ ð2Þ

where we use N as the symbol of the real traffic capacity, and v is the average speed in a
certain time interval, l is the vehicle headway distance in a certain time interval.

We use four types of vehicles and the conversion coefficient to calculate the standard
traffic flow. a1; a2; a3; a4 respectively represent the four types’ conversion coefficient
(basic vehicle = 1, middle-sized vehicle = 1.5, heavy duty car = 2, and trailer = 3) in
order, and qi, similarly, represents the quantities of the certain type of vehicle passing the
cross section. As for the vehicle headway distance calculating equation, l1 is the length
of automobiles, and Dt refers to the total time of the given observing period. Under the
roadway assumption, when computing l1, to simplify, we further assume that all the

Table 1. Type of automobile and the conversion coefficients

Typical type of
automobile

Conversion
coefficients

Introduction

Basic vehicle 1.0 For passenger car, seat quantity ≤ 19
For freight car, weight ≤ 2[ton]

Middle-sized vehicle 1.5 For passenger car, seat quantity>19
For freight car, 2[ton] < weight < 7
[ton]

Heavy duty car 2.0 Freight car, 7[ton] ≤ weight < 14
[ton]

Trailer 3.0 Freight car, weight ≥ 14[ton]

A Comprehensive Evaluation Model for Traffic Rule 5



vehicles are the type of basic vehicle and determine according to the relative references
its value as 5 m. Then we can get the final form of the real traffic capacity calculating
equation, that is:

N ¼ 1000v

l1 þ vDt
n�1

¼ 1000 n� 1ð Þv
5 n� 1ð Þþ 60v

¼ 1000 �1þ P
aiqið Þv

5 �1þ P
aiqið Þþ 60v

ð3Þ

2.3 Safety Evaluation Model (1): The Vehicle Headway Distance Model

Under the previous roadway assumption, the two-lane roadway with the straight
driving orientation, there are two main factors which can possibly cause the traffic
accident, the vehicle headway distance and the passing sight distance. In this part we
first consider the vehicle headway distance model.

The vehicle headway time distance Dt is the difference between two adjacent
vehicles’ time of before and after passing the cross section of the assumed roadway. It
is closely related to the traffic environment and vehicle performance, and also by the
impact of traffic control. The vehicle headway distance Dh is the distance between the
two near vehicles’ head. Where Tf and Tl respectively represent the time used to pass
the cross section of the front car and of the later car, and l1 refers to the length of cars,
as we have explained its value is 5 m. Thus the final equation form is:

Dh ¼ Tf � Tl
� �� vþ 5 ð4Þ

2.4 Safety Evaluation Model (2): The Overtaking Sight Distance Model

We know the driving characteristics of dual-lane road are only one lane in the same
direction, and a variety of different types of the vehicle running on the road in different
speed. As a result, when overtaking, drivers often have to occupy the opposite lane.
The whole overtaking process is divided into three stages, namely, the lane changing,
passing, and lane returning, referred in [5]. We consider the simplest situation, namely,
only one overtaking car and one overtaken car, just as Fig. 1 shows:

Fig. 1. Overtaking process in details

6 L. Xiao et al.



We call the overtaking sight distance DS, that is:

DS ¼ 3D0 þðv2 þ v3Þt ¼ 3v1 � v2 þ 2v3
v1 � v2

D0 þ ðv1 � v0Þ2ðv2 � v3Þ
2aaðv1 � v2Þ ð5Þ

This model shows that the overtaking sight distance is determined by the speed of
the overtaking car when returning back to its original lane v1, the speed of the over-
taken car v2, the speed of the coming car in opposite orientation v3, the average
accelerate speed aa, and the distance between heads of the overtaking and overtaken car
D0. It also indicates that DS is mostly determined by the value of v1 � v2ð Þ. When
speed of the overtaking and overtaken car is equal, the value of DS is infinite. This
result fits the practical situation, which the overtaking car is unable to overtake.

3 Numerical Computation and Curve Analysis

3.1 Explain the Source of Data

We find a related paper with the similar simulate traffic environment, referred in [6], so
we just take the data from it as reference. In the paper the total observing time is 400 s,
and the time interval is fixed as 2 s. We summarize the observing values in four large
tables, with the all the needed parameters available, namely, the real traffic capacity N,
the space-occupation ratio R, the vehicle headway distance Dh, and the average interval
velocity Vi, just as Table 2 shows.

3.2 Figure Conversion

Based on the four separate data tables, we use matlab to find the result respectively in
Figs. 2, 3, 4 and 5 which are shown below in order.

We can find that the common independent variable of the four curves is the time. As a
result, we can use the method of figure conversion to combine two curves based on the
time. By using matlab, R� N curve, R� Vi curve, R� Dh curve are obtained base on the
new coordinates, with the ability to analyze the relationship between the two parameters,
in otherword, from light toheavy traffic, the changes of the real traffic capacity, the average

Table 2. Observing data of R, N, Dh and Vi

Time(s)
Parameter 0 2 4 6 8 10 12 … 388 390 392 394 396 398 400

R(%) 0 7 14 14 7 7 7 … 0 0 0 0 0 0 0
N(vehicle/h) 0 14 29 29 14 14 14 … 0 0 0 0 0 0 0

hD (m/vehicle) 70 70 35 35 70 70 70 … 70 70 70 70 70 70 70

iV (km/h) 100 90 70 60 55 52 53 … 59 60 62 61 63 65 65
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interval and the vehicle headway distance. The required new-form coordinates’ data is
summarized in Table 3.

By using matlab, we put the R� N, R� Vi and R� Dh curve in one figure, in order
to evaluate the performance of the keep-right-except-to-pass rule in light and heavy
traffic. The combination figure is shown in Fig. 6.

3.3 Curve Analysis

First we analyze the R� N curve by setting the basic line named the general capacity
line. According to the related references, the general real traffic capacity is

Fig. 2. Time-the space occupation ratio curve Fig. 3. Time-vehicle headway distance curve

Fig. 4. Time-real traffic capacity curve Fig. 5. Time-average interval velocity curve

Table 3. Selected coordinates of the four parameters based on the same time

R(%) 0 7 14 22 28 30 36 38 45 50 67 70 84 90 94 100

Vi(km/h) 100 90 57 37 30 25 23 20 17 14 11 9 7 5 3 2
N(vehicle/h) 0 14 29 43 56 88 72 70 64 60 49 45 32 25 10 0
Dh(m/vehicle) 70 58 42 37 31 24 22 21 14 13 10 9 5 4 3 2
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40 vehicles=h. We can see in the figure that the basic line and the R� N curve have
two intersections, the left one and the right one. When R 2 21%; 76%½ �, the R� N
curve is above the basic line, which means that the real traffic capacity is better than the
general condition. When R 2 0; 21%½ Þ and R 2 76%; 100%ð �, however, the R� N
curve is below the basic line, which indicates the bad traffic situation. To be more
specific, the keep-right-except-to-pass rule performs well in the normal traffic condition
and bad in the extremely light traffic and the extremely heavy traffic.

Then we judge the R� Vi curve with the consideration of the role of under- or
over-posted speed limits, which are determined as 20 km=h and 60 km=h. These two
basic lines intersect the R� Vi curve at two points. When R 2 12%; 38%½ �, the average
interval velocity is in the proper speed range, which shows that the
keep-right-except-to-pass rule fits well. However, when R 2 0; 12%½ Þ and R 2
38%; 100%ð � the R� Vi curve is out of the proper speed range. Consequently, the rule
performs badly in the extremely light traffic and the extremely heavy traffic. In the
former condition, the vehicles’ speed is too fast to guarantee the safety, while in the
latter condition, too slow to guarantee the traffic flow.

Finally we examine the safety by R� Dh curve. From the figure we can find that a
large part of the two curves (the R� Dh curve and the R� Vi curve) are almost the
same, except for the part of R 2 0; 23%½ � which we regard as calculation error. So, it’s
appropriate to assume that the values of two parameters are similar. It’s easy to
understand that if the speed is big, then the vehicle headway distance is big in con-
sideration of safety. By using the same comparing way as what we use in R� Vi, we
set two basic line (the upper-limit and the lower-limit), their position are approximately
the same as the speed limit line, and the similar conclusion will be shown.

4 Conclusions

To conclude, with the comprehensive analysis of the combination of safety (by Dh), the
role of under- or over-posted speed limits and the traffic flow (by N), the
keep-right-except-to-pass rule performs well in the normal traffic yet badly in the
extremely light traffic and the extremely heavy traffic. So there do exist the opti-
mization opportunity of the rule, we need to discuss further how to design a new rule in
order to perform better than the keep-right-except-to-pass rule.

Fig. 6. Combination figure
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Abstract. Due to the large number of uncertain factors in hybridization, im-
age capture and processing of the microarray, multiple probes were generally
arranged to improve the reliability of the measurement. However, the small area
limited the number of probes that were allowed to be added on, so a composite
probe would be the better choice. A composite probe contained the linear
combination of a variety of gene fragments. It was used so that the microarray
could easily realize the repeated gene fragments within a limited region. The
number of composite probes would rapidly dwindle when it compared to a
traditional microarray. At the same time, since the sparse characteristics of
biological gene mutation, the compressed sensing idea is adopted to recovery
the gene variation in the composite probes. The 96 fragments can be used with
the 48 × 96 sparse random matrix to construct the 48 composite probes when
the sparsest level K is no more than 12. Simulation results show that compressed
sensing can accurately recover the gene mutation by using the Orthogonal
Matching Pursuit (OMP) algorithm.

Keywords: Compressed sensing � Microarray � Composite probe � Sparse
random matrix � OMP

1 Introductions

Microarray is a newly technology for high-throughput and quantitative detection in the
biology science area. The abilities of microarray to express of thousands of genes
simultaneously in a single detection have allowed the application in wide variety offields,
such as molecular biology, genetics, agriculture, disease diagnosis, medical treatment,
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food safety supervision, and judicial identification [1]. In a traditional microarray, each of
the probe represents a complementary gene segment to be used to detect the corre-
sponding gene information [2].

For the measurement noises, multiple probes were usually arranged to improve the
reliability of the determination. The same probe was an effective way to avoid the
information losses due to the interference of noises, but the repeated arrangement of
probes resulted in an increase in the number of probes on the microarray. Thereupon,
the weak fluorescence and the small size of probe were producing adverse effects while
the density was increased, which also had caused serious irreparable damage for the
ability to obtain reliable expression of the probes.

A more efficient method for solving the above problems was to use the composite
probes. In this way each composite probe located in a spot was designed to detect the
expression of multiple gene fragments simultaneously. The microarray scanner read the
intensity of linear combination information from the composite probe, and the message
of each gene probe would be obtained via the appropriate recovery algorithm [3].

Traditional cDNA gene sequencing probes produced a large number of mostly
useless information, due to the fact that differences in the sequence between the ref-
erence sample and test sample were sparse. Because of the sparse characteristics of
biological gene mutation, the compressed sensing idea was adopted to recover the gene
variation in the composite probes. The compressed sensing theory had provided a
strong support for the accurate recovery of the sparse signals, and it had been widely
used in biological sensing, radar detection, data compression, image processing, and
pattern recognition [4]. The compressed composite probes were constructed based on
the compressed sensing ideas. The difference gene sequencing signals could be
recovered by observing a small amount of the composite probes [5, 6].

The application of the composite probes on microarray was confirmed by [3]. And
a composite probe method for constructing the compressed sensing microarray was
proposed in [6]. A sparse low density parity check code (LDPC) as the measurement
matrix to construct a compressed sensing microarray, and the recovery algorithm for
the gene difference information were also proposed in [6]. For more information, the
sparse random matrix in the recovery algorithm had the advantage of being a simple
structure, low computational complexity, and easy to update and store in [7].

2 Design of Composite Probe for Compressed Sensing
Microarray

2.1 Compressed Sensing

Compressed sensing is a sampling and reconstruction theory for sparse singles. Signal
or the signal after a special transformation, with sparse or compressible characteristics,
is the premise of compressed sensing [8, 9]. Considering a discrete digital signal
x 2 RN that has K < < N non-zero elements, the signal x is K sparse and N-K elements
in the signal x will be 0 or close to 0. Since the signal x is generally not directly
measured, we could design an M × N measurement matrix A to observe M linear
combinations of the x, where K < < M < < N.

12 Z. Gan et al.



yM�1 ¼ AM�NxN�1 K\\ M\\ N ð1Þ

Although the Eq. (1) is a underdetermined system, we also could reconstruct the
signal x for K sparse by solving the constrained l0 minimization,

x̂ ¼ arg min xk k0 s:t: y ¼ Ax ð2Þ

where ‖x‖0 denotes the l0-norm.
Unfortunately, solving the l0 minimization is known as NP-hard. In order to solve

this problem, it is usually converted into minimizing the l1 with the optimization
constraints. As long as the measure matrix A satisfies the restricted isometric property
(RIP), the Eq. (1) agree with the following constraints,

x̂ ¼ arg min xk k1 s:t: y ¼ Ax ð3Þ

where ‖x‖1 denotes the l1-norm [10, 11].

2.2 Composite Probe for Compressed Sensing Biological Microarray

The biological microarray uses the principle of molecular hybridization, which the gene
to bind specific complementary sequences in the microarray probes. Since fluorescent
labeling has been achieved already, we can get the fluorescent signal by light excita-
tion. The information of the corresponding gene fragments from the resulting
fluorescence signals can also be analyzed.

A typical cDNA microarray is fixed with a large number of probe spots located on
the surface, but each probe consists of the single gene fragment, which can only detect
specific complementary sequence segments. The detection principle of traditional
cDNA is shown in Fig. 1.

Fig. 1. The principle of traditional cDNA detection

Composite Probe and Signal Recovery of Compressed Sensing 13



The fluorescence intensity is at its most when the probes are matched normally on
the microarray, and the intensity is at its weakest when the probes are mismatched.
When the probes are not paired, there is little to no fluorescence intensity. The
fluorescence intensity generated by match pairs is 5 times to 35 times more intense than
that of a single or two bases mismatch in the probe’s sequence. So the accurate
determination of the fluorescent intensity is the basis of the specific detection of the
biological sequence of microarray probe [12].

The composite probe fluorescence intensity is reflected the cumulative number of
fluorescent molecules in various biological fragments fixed in the probe’s spot. Lit-
erature [7] uses similar techniques as literature [3], which the design of the composite
probe is realized by mixing the existing probe molecules according to the linear
relationship of the measurement matrix A. This method can be used concurrently with
the existing cDNA processing technology.

In particular, there are only a small fraction of the genes to be in a state of mutation.
We are considering the difference that the gene expression of test sample is compared
with the reference sample. And the difference of the signals which produced by two
samples is nature sparse.

In order to construct a compressed sensing microarray with M composite probes, an
M × N measurement matrix A with M < < N must be designed for N gene fragments.
And we design the measurement matrix A with binary 0/1 elements only to simplify the
construction difficulty of the compressed probes.

In two-color microarray of cDNA experiments, the reference sample is labeled by
Cy3 while the test sample is labeled by Cy5 [13]. We are comparing two channel’s
sample by data vectors xcy3 and xcy5, and interesting the difference expression of
x ¼ xcy3 � xcy5.

Since there are differences in the small number of gene segments, the distribution of
the x is sparse. The compressed sensing idea is relevant to the applications of DNA
microarrays in the gene variation. Figure 2 illustrates the structure of the composite
probe.

Each row of the matrix A represents a linear combination of the gene fragments.
The m-th composite probe is determined by the positions of the gene fragment in the m-
th row of matrix A. The combination structure of a composite probe is shown as the
following,

Fig. 2. Illustration of the compressed microarray
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yj ¼
XN

i¼1

ajixi; j ¼ 1; 2; � � �M ð4Þ

where M < < N. Additionally, if the number of nonzero elements is different in each
row, the actual mixed solution of probes should be diluted to the specified volume to
ensure the consistency of the dilution.

3 Composite Probe Recovery Using Compressed Sensing

3.1 Sparse Random Measurement Matrices

Each column of the random sparse M × N matrix contains only uM non-zero elements
with independent and identical distribution [14]. Literature [15, 16] also have pointed
out that the recovery effect of sparse random measurement matrix is consistent with the
gauss random measurement matrix. Moreover, the literature [14] have further proved
that the sparse random matrix satisfies the RIP.

Due to the each row of the matrix represents a linear combination of a probe spot.
We limit the elements of the random sparse matrix into binary 1/0 for the sake of
constructing simplicity. The configuration process for sparse random matrix is as
follows,

(1) Production M × N matrix of zeros;
(2) The position of each column elements is randomly selected according to the

sparse coefficient u of the matrix, and these elements would be set to 1.

3.2 Recovery of Variation Gene from Composite Probe

In two-color microarry of cDNA, we are comparing two channel sample by xcy3 and
xcy5, and interesting in the difference expression of x ¼ xcy3 � xcy5. By sparse random
matrix, the normalized observation value of the composite probe is defined as
y ¼ ycy3 � ycy5.

If the compressed sensing recovery x is obtained directly by the combination
method, which is a NP-hard as well known. Formula (3) is an l1-norm optimization
problem, compared to time-consuming convex optimization, the classical sparse
approximation methods, such as the Orthogonal Matching Pursuit (OMP) algorithm,
would be very suitable.

In the OMP algorithm, the residual vector r, which is the error of approximation
vector y, is smaller and smaller after several iterations [17].

Let xk ¼ argminx y� Akxk k2; rk ¼ y� Akx; Ak ¼ Ak�1 ak½ � be a sub-matrix which
selected in step k. Then the OMP algorithm process as follows [18, 19].

Input: compressed sampling matrix A, measured value y, the sparsity level K.
Output: reconstruction of the signal ^x, estimated support I.
Initialization: x0 = 0, r0 = y, k = 0, estimated support I = Ø.
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(1) k ← k + 1;
(2) the index that is the best match with the residual vector rk−1, and λk ←

argmaxj{| < rk−1, aj >|};
(3) update the index Ik = [Ik−1 λk], and Ak = [Ak−1 ak];
(4) reconstruction ^x ← [Ak]

−1 y;
(5) update the residual vector as rk ← y−Ak (^x);
(6) If k ≤ K, then execute step (1), otherwise stop at k > K.

4 Simulation Results and Analysis

We have designed N = 96 cDNA microarray simulation probes with the idea of
array-based comparative genomic hybridization (aCGH). The difference between the
reference probes and the test probes, i.e., the sparsity level is K = 12. In the simulation
experiments, the differences between the reference probes and the test probes have
subjected to random distribution, and the locations of these different composite probes
are also subjected to random distribution.

Figure 3a illustrates the reference probe xcy3, and Fig. 3b demonstrates the probe
xcy5. Then, the differences between them, i.e., x ¼ xcy3 � xcy5 are shown in Fig. 3c.

We also have designed the sparse random matrix as compressed sensing mea-
surement matrix A and let the elements sparsity coefficient u = 0.25. And M = 48
composite probes of compressed sensing microarray are constructed from N = 96 gene
fragments by matrix A in the mixed method.

The observations of the composite probes are shown in Fig. 4a and Fig. 4b, while
the differences between them, i.e., y ¼ ycy3 � ycy5 are shown in Fig. 4c.

Fig. 3. a. The probe xcy3, b. The probe xcy5, c. x ¼ xcy3 � xcy5

Fig. 4. a. The composite probes ycy3, b. The composite probes ycy5, c. y ¼ ycy3 � ycy5
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We have used the OMP recovery algorithm to successfully reconstruct the gene
different vector x, at N = 96, M = 48, K = 24, u = 0.25. As shown in Fig. 5, the
recovery is so accurate that the relative error is e = 4.4016 × 10−15.

The structural parameters of cDNA simulation microarray have remained
unchanged at N = 96, M = 0.5 N and the sparsity coefficient u = 0.25 for matrix A,
and sparse K has been changed from zero to M. We still have used the OMP algorithm
to recover the vector x. The accurate reconstruction ratios of the simulation signals are
shown in Fig. 6.

As shown in Fig. 6, the compressed sensing algorithm recovers the probe’s dif-
ference signals with high accuracy, at N = 96, M = 0.5 N, u = 0.25 and K ≤ 12.

Figure 7 demonstrates the accurate reconstruction ratio of simulation probes under
the OMP recovery algorithm, when only the number of composite probe, i.e., M has
been changed from zero to N.

It is shown in Fig. 7, compressed sensing algorithm achieves high accurate
recovery for difference signals between the reference probes and the sample probes
when the sparse random measurement matrix A is used at N = 96, K = 12, M ≥ 48,
u = 0.25.

Fig. 5. The recovery of ^x ¼ xcy3 � xcy5 with e = 4.4016 × 10−15

Fig. 6. The accurate reconstruction ratio of ^x ¼ xcy3 � xcy5 for M = 48
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5 Summary and Conclusions

There are a large number of uncertain factors in hybridization, image capture and
processing of the microarray. In order to improve the reliability of the measurement,
multiple probes are generally arranged to carry out repeated measurements. With a
composite probe, a single spot of the compressed sensing microarray can easily and
simultaneously measures many gene fragments, so that the repeated measurements of
gene fragments can be realized with a limited number of spots. Considering the ran-
domness and sparsity of genetic mutation, the total number of the composite probes
installed in the compressed sensing microarray can be sharply reduced compared to that
in the traditional microarray. Simulation experiment results show that, by using
composite probes with gene fragment at N = 96, M = 0.5 N, and sparse random
measurement matrix sparsity coefficient u = 0.25, when difference of cDNA probes
K ≤ 12, based on OMP algorithm for compressed sensing, the high accuracy recovery
of the difference signal of cDNA can be realized.
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