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For almost two decades, data mining (DM) has solidly grounded its place as a
research tool within institutions of higher education. Defined as the “analysis of
observational data sets to find unsuspected relationships and to summarize the data
in novel ways that are both understandable and useful to the data owners (Han,
Kamber, and Pei, 2006),” DM is a multidisciplinary field that integrates methods at
the intersection of artificial intelligence (Al), machine learning, natural language
processing (NLP), statistics, and database systems. DM techniques are used to ana-
lyze large-scale data and discover meaningful patterns such as natural grouping of
data records (cluster analysis), unusual records (anomaly and outlier detection), and
dependencies (association rule mining). It has made major advances in biomedical,
medical, engineering, and business fields. Educational data mining (EDM) emerged
in the last few years from computer sciences as a field in its own right that uses DM
techniques to advance teaching, learning, and research in higher education. It has
matured enough to have its own international conference (http://www.
educationaldatamining.org). In 2010, Marc Parry in an article in The Chronicles of
Higher Education suggested that academia is “at a computational crossroads” when
it comes to big data and analytics in education. DM, learning analytics (LA), and big
data offer a new way of looking, analyzing, using, and studying data generated from
various educational settings, be it for admission; for program development,
administration, and evaluation; within the classroom and e-learning environments, to
name a few.

This novel approach to pedagogy does not make other educational research
methodologies obsolete but far from it. The richness of available methodologies will
continue to shed light on the complex processes of teaching and learning, adjusting
as required to the object of study. However, DM and LA are providing educational
researchers with additional tools to afford insight into circumstances that were previ-
ously obscured either because methodological approaches were confined to a small
number of cases, making any generalization problematic, or because available data
sources were so massive that analyzing them and extracting information from them
was far too challenging. Today, with the computational tools at our disposal,
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educational research is poised to make a significant contribution to the understanding
of teaching and learning.

Yet, most of the advances in EDM so far are, to a large extent, led by com-
puting sciences. Educators from “education fields per se,” unfortunately, play a
minor role in EDM, but the potential for a collaborative initiative between the two
would open doors to new researches and new insights into higher education in the
twenty-first century. We believe that advances in pedagogical and educational
research have remained tangential and not exploited as it should be in EDM and have
thus far played a peripheral role in this strongly emerging field that could greatly
benefit and shape education and educational research for various stakeholders.

This book showcases the intersection between DM, LA, EDM, and education
from a social science perspective. The chapters in this book collectively address the
impacts of DM on education from various perspectives: insights, challenges, issues,
expectations, and practical implementation of DM within educational mandates. It is
a common interdisciplinary platform for both scientists at the cutting edge of EDM
and educators seeking to use and integrate DM and LA in addressing issues, improving
education, and advancing educational research. Being at the crossroads of two inter-
twined disciplines, this book serves as a reference in both fields with implementation
and understanding of traditional educational research and computing sciences.

When we first started working on this project, the MOOC was the new kid on
the block and was all the rage. Many were claiming it would revolutionize education.
While all the hype about the MOOC is fading, a new life has been breathed into the
MOOC with some substantial contributions to research on big data, something that
has become clear as our work on this volume progressed. Indeed, the MOOC has
opened a new window of research on large educational data. It is thus unsurprising
that in each of the three parts of this book, there is a chapter that uses a MOOC
delivery system as the basis for their enquiry and data collection. In a sense, MOOCs
are indeed the harbinger of a new, perhaps even revolutionary, educational approach,
but not for the reasons put forward at the height of the craze. Education will probably
not be a “massive” enterprise in the future, aside from niche undertakings; it will
probably not be entirely open, as there are strong forces—both structural and
personal—working against this, and it is unlikely that it will have a purely online
presence, the human element of face-to-face learning being and remaining highly
popular among learners. However, the MOOC does point to the future in that it serves
as a laboratory and study ground for a renewed, data-driven pedagogy. This becomes
especially evident in EDM.

On a personal note, we would like to pay homage to one of the authors of this
volume, the late Nick Cercone. At the final stages of editing and reviewing the chap-
ters, Professor Nick Cercone passed away. Considered one of the founding fathers of
machine learning and Al in the 1960s, Professor Cercone’s legacy spans six decades
with an impressive record of research in the field. He witnessed the birth of DM and
LA and we were honored to count him among the contributors. He was not only an
avid researcher seeking to deepen our understanding in this complex field but also an
extraordinary educator who worked hard to solve issues relating to higher education
as he took on senior administrative positions across Canada. Prof. Cercone’s legacy
and his insight live on in this book as a testimony to this great educator.
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This edited volume contains 15 chapters grouped into three parts. The contrib-
utors of these chapters come from all over the world and from various disciplines.
They need not be read in the order in which they appear, although the first part lays
the conceptual ground for the following two parts. The level of difficulty and com-
plexity varies from one article to the other and from the presentation of learning
technology environment that makes DM possible (e.g., Thai and Polly, 2016) to
mathematical and probabilistic demonstration of DM techniques (e.g., Di Nunzio,
2016). They all present a different aspect of EDM that is relevant to beginners and
experts.

The articles were selected not only in the field of DM per se but also in propae-
deutic and grounding areas that build up to the more complex techniques of DM.
Level 1 of this structure is occupied by learning systems. They are foundationally
important insofar as they represent the layer in which educational data is gathered
and preorganized. Evidently, there is no big data without data collection and data
warehousing. Chapters relating to this level present ideas on types of data and
information that can be collected in an educational context. Level 2 pertains to LA
stricto sensu. LA uses descriptive methods mainly drawn from statistics. Here,
information is produced from data by organizing and, as it were, “massaging” it
through statistical and probabilistic means. Level 3 of the structure is home to DM in
the narrow sense in which machine learning techniques and algorithmics are included.
These techniques allow for true knowledge discovery, that is, pattern recognition that
one did not foresee within a massive data set. This layer builds on the previous, as
statistical tools and methods are also used in this context, and is dependent on the
first layer, where relevant data is first collected and preorganized. To be sure, DM is
also commonly used to refer to levels 2 and 3 in a looser sense. And some authors in
this book utilize at times the term in this way. Nonetheless, it makes sense to distin-
guish these concepts in a more rigorous context.

1.1 PART I: AT THE INTERSECTION OF TWO
FIELDS: EDM

Articles in the first part present a general overview and definitions of DM, LA, and
data collection models in the context of educational research. The goal is to share
information about EDM as a field, to discuss technical aspects and algorithm
development in DM, and to explain the four guiding principles of DM: prediction,
clustering, rule association, and outlier detection. Throughout this part, readers will
deepen their understanding not only of DM and LA and how they operate but also of
the type of data and the organization of data needed for carrying EDM studies within
an educational context at both the macro- (e.g., programs, large-scale studies) and
microlevels (e.g., classroom, learner centered).

In the first chapter, Romero et al. present the emblematic exploratory analysis
one could do on data using off-the-shelf open-source software. They present a study
of the learning activity process passing and failing students follow in an online
course, and they indeed use existing free data analysis tools such as ProM for process
mining and Weka (Witten and Frank, 2005), a machine learning and DM tool, to do
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their analysis. By combining these tools, they obtain models of student learning
behaviors for different cohorts.

From the humanities perspectives, Rockwell and Berendt discuss the impor-
tant role and potential that DM, and especially text mining, can have in the study of
large collections of literary and historical texts now made available through projects
such as Google Books, Project Gutenberg, etc. They present a historical perspective
on the development of the field of text mining as a research tool in EDM and in the
humanities.

Eubanks et al. compare the use of traditional statistical summaries to using
DM in the context of higher education and finding predictors ranging from enrollment
and retention indicators, financial aid, and revenue predictions to learning outcomes
assessment. They showcase the significance of EDM in managing large data gener-
ated by universities and its usefulness to better predict the success of the learning
experience as a whole.

Baker is one of the pioneers in EDM and one of the innovators in student mod-
eling and intelligent tutoring systems. With his colleagues he has developed a MOOC
on EDM and LA, big data in education, that went through two iterations. Baker et al.
recount their experience setting up this MOOC, with the goal to use EDM methods
to answer educational research questions. They first describe the tools and content,
and the lessons learned, but later highlight how this MOOC and the data it provided
supported research in EDM, such as predicting dropouts, analyzing negativity toward
instructors, studying participations in online discussions, etc.

Chernobilsky et al. examine two different approaches to using DM within
action research studies in a purely educational sense. Action research is a widely
used approach to study various phenomena in which changes are made to a learning/
teaching context as research is being conducted and in which the context adapts as
results are analyzed. Because of its qualitative nature, action research would at first
glance seem incompatible with EDM. However, Chernobilsky et al. attempt to bridge
the two fields by exploring ways in which these two investigative approaches can be
made compatible and complementary to one another in order to guide teachers and
researchers in making informed decision for improving teaching practice.

1.2 PART II: PEDAGOGICAL APPLICATIONS OF EDM

The five chapters of this part address issues relating to the applications of and chal-
lenges to using DM and LA in pedagogical settings. They aim to highlight effective
classroom practices in which EDM can advance learning and teaching. In order to
ensure a broad representation of various educational settings, we sought studies
mainly outside of the field of computing sciences. Social networking in a classroom
setting, students’ interactions, feedback, response analyses, and assessment are some
of the teaching tools through which EDM has been proven effective within the
classroom.

In the opening chapter of this part, Liu and Cercone present their work on
developing and using an adaptive learning system (ALS) within an e-learning envi-
ronment that can intelligently adapt to the learner’s needs by evaluating these needs
and presenting only the suitable learning contents, learning paths, learning instruction,
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and feedback solely based on their unique individual characteristics. From an Al
computing perspective, they focus on the dimensionalities of the user model, which
define and organize the personal characteristics of users.

Di Nunzio shifts to presenting a more technical aspect of EDM in engineering.
He focuses on DM as in interdisciplinary fields in which students study foundations
of machine learning and probabilistic models for classification. He presents interac-
tive and dynamic geometric interpretations of probabilistic concepts and designs a
tool that allows for data collection, which in turn can be used to improve the learning
process and student performance using EDM.

Using their MOOC “Aboriginal Worldviews and Education,” Brugha and
Restoule study the effectiveness of online networks in promoting learning, particu-
larly for “traditionally marginalized learners of higher education.” They look into
how to set up the online networks and discuss how they use data analytics to explore
the big data generated from e-learning educational environment. Ultimately, their
goal is to ensure that good and sound pedagogical practices are being addressed in
online educational directives.

Thai and Polly, both from the Department of Pathology at the University of
New South Wales, present a unique way in using DM in e-portfolios deployed for
educational purposes for students in the medical sciences. Turning their backs on the
static and theory-oriented educational software previously used in medical educa-
tion, they take advantage of virtual labs as dynamic learning spaces, which allow
them to showcase several opportunities for DM during the learning process of med-
ical education.

EDM can have various applications within the social sciences as the chapters
in Part I attest. This is also confirmed by the work of Yutaka Ishii, who focuses on
the analysis of grammatical errors in the written production of university students
learning another language, Japanese students learning English in this case. He dem-
onstrates the usefulness of rule association as it applies to the co-occurrence of pat-
terns in learners’ grammatical errors in order to explain and further advance research
in second/foreign language acquisition. Using DM on large data sets, Ishii conducts
association analysis in order to discover correlations and patterns in the production
of errors.

1.3 PART lll: EDM AND EDUCATIONAL RESEARCH

In this part, the articles will exclusively focus on EDM in educational research. An
important aspect and use of EDM is the potential role it can play in providing new
research tools for advancing educational research, as well as for exploring, collect-
ing, and analyzing data. EDM is an innovative research method that has the potential
to revolutionize research in education: instead of following predetermined research
questions and predefined variables, EDM can be used as a means to look at data
holistically, longitudinally, and transversally and to “let” data speak for itself, thus
revealing more than if it were restricted to specific variables within a time
constraint.

Vigentini et al., using data collected from a MOOC, explore the effect of
course design on learner engagement. Their key hypothesis is that the adaptive and
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flexible potential of a MOOC, designed to meet the varying intents and diverse
learning needs of participants, could enable personally meaningful engagement and
learning, as long as the learners are given the flexibility to choose their learning
paths. They delved into the pedagogical implication of motivation, engagement, and
self-directed learning in e-learning environments.

Eynon et al. use EDM also within a MOOC environment to understand the
communication patterns among users/students, combining both DM on large data
and qualitative methods. While qualitative methods had been used in the past with
small sample sizes, Eynon and her Oxford team assign an important role for EDM in
carrying qualitative studies on large-scale longitudinal data.

In institutions of higher education, EDM goes beyond research on learning. It
can also be an extremely useful tool for administrative purposes. Brocks and Cor,
using longitudinal data from over 262,000 records from a pharmacy program, inves-
tigate, within very competitive programs that have a set admission quota, the rela-
tionship between applicant attributes and academic measures of success. They mined
a large data set in order to look into the admission process of a pharmacy program
and the impact predetermined courses and other criteria for admission have on the
success of students.

Moeller and Chen, in a two-step study, use textual analysis of online discus-
sions and the most circulated books in selected schools to investigate how children
view the concept of difference as it relates to race and ethnicity. Although both race
and ethnicity have been extensively studied, for television, online forums, and chil-
dren’s picture books, this study uses DM as a new approach to research the issues of
race, ethnicity, and education from a different perspective.

In the last chapter, Bailey et al. showcase the usefulness of DM and NLP in
research in elementary education. From an interdisciplinary perspective, they aim to
build a digital data system that uses DM, corpus linguistics, and NLP and that can be
queried to access samples of typical school-age language uses and to formulate cus-
tomizable learning progressions. This system will help educators make informed
assessment about children language progress.
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