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Foreword

The need for the development and understanding of large, complex data sets in a
wide range of different fields, including economics, chemistry, chemical engineer-
ing, and control engineering is very important. In all these fields, the common
thread is using these data sets for the development of models to forecast or predict
future behaviour. Furthermore, the availability of fast computers has meant that
many of the techniques can now be used and tested even on one’s own computer.
Although there exist a wealth of textbooks available on statistics, they are often
lacking in two key respects: application to the chemical and process industry and
their emphasis on computationally relevant methods. Many textbooks still contain
detailed explanations of how to manually solve a problem. Therefore, the goal of
this textbook is to provide a thorough mathematical and statistical background the
regression analysis through the use of examples drawn from the chemical and
process industries. The majority of the textbook presents the required information
using matrices without linking to any particular software. In fact, the goal here is to
allow the reader to implement the methods on any appropriate computational
device irrespective of their specific availability. Thus, detailed examples, that is,
base cases, and solution steps are provided to ease this task. Nevertheless, the
textbook contains two chapters devoted to using MATLAB® and Excel®, as these
are the most commonly used tools both in industry and in academics. Finally, the
textbook contains at the end of each chapter a series of questions divided into three
parts: conceptual questions to test the reader’s understanding of the material; simple
exercise problems that can be solved using pen, paper, and a simple, handheld
calculator to provide straightforward examples to test the mechanics and under-
standing of the material; and computational questions that require modern
computational software that challenge and advance the reader’s understanding of
the material.

This textbook assumes that the reader has completed a basic first-year university
course, including univariate calculus and linear algebra. Multivariate calculus, set
theory, and numerical methods are useful for understanding some of the concepts,
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but knowledge is not required. Basic chemical engineering, including mass and
energy balances, may be required to solve some of the examples.

The textbook is written so that the chapters flow from the basic to the most
advanced material with minimal assumptions about the background of the reader.
Nevertheless, multiple different courses can be organised based on the material
presented here depending on the time and focus of the course. Assuming a single
semester course of 39 h, the following would be some options:

L. Introductory Course to Statistics and Data Analysis: The foundations of statis-
tics and regression are introduced and examined. The main focus would be on
Chap. 1: Introduction to Statistics and Data Visualisation, Chap. 2: Theoretical
Foundation for Statistical Analysis, and parts of Chap. 3: Regression, including
all of linear regression. This course would prepare the student to take the
Fundamentals of Engineering Exam in the United States of America, a prereq-
uisite for becoming an engineer there.

2. Deterministic Modelling and Design of Experiments: In-depth analysis and
interpretation of deterministic models, including design of experiments, is intro-
duced. The main focus would be on Chap. 3: Regression and Chap. 4: Design of
Experiments. Parts of Chap. 2: Theoretical Foundation for Statistical Analysis
may be included if there is a need to refresh the student’s knowledge of
background information.

3. Stochastic Modelling of Dynamic Processes: In-depth analysis and interpretation
of stochastic models, including both time series and prediction error methods, is
examined. The main focus would be on Chap. 5: Modelling Stochastic Processes
with Time Series Analysis and Chap. 6: Modelling Dynamic Processes. As
necessary, information from Chap. 2: Theoretical Foundation for Statistical
Analysis and Chap. 3: Regression could be used. The depth in which these
concepts would be considered would depend on the orientation of the course:
either a theoretical emphasis can be made, by focusing on the theory and proofs,
or an application emphasis can be made, by focusing on the practical use of the
different results.

As appropriate, material from Chap. 7: Using MATLAB® for Statistical Anal-
ysis and Chap. 8: Using Excel® to do Statistical Analysis could be introduced to
show and explain how the students can implement the proposed methods. It should
be emphasised that this material should not overwhelm the students nor should it
become the main emphasis and hence avoid thoughtful and insightful analysis of
the resulting data.

The author would like to thank all those who read and commented on previous
versions of this textbook, especially the members of the process control group at the
University of Alberta, the students who attended the author’s course on process data
analysis in the Spring/Summer 2012 semester, and members of the Institute of
Automation and Complex Systems (Institute fiir Automatisierungstechnik und
komplexe Systeme) at the University of Duisburg-Essen. The author would specif-
ically wish to thank Profs. Steven X. Ding and Biao Huang for their support,
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Chapter 1
Introduction to Statistics and Data
Visualisation

Eixoc yop yivesOor moAd& kai mapi to €ikdg.
1t is likely that unlikely things should happen.
Aristotle, Poetics, 1456a, 24

Although it is a common perception that statistics seeks to quantify and categorise
uncertainty and unlikely events, it is actually a much broader and more general
field. In fact, statistics is the science of collecting, analysing, interpreting, and
displaying data in an objective manner. Built on a strong foundation in probability,
the application of statistics has expanded to consider such topics as curve fitting,
game theory, and forecasting. Its results are applied in many different fields,
including biology, market research, polling, economics, cryptography, chemistry,
and process engineering.

Basic statistical methods have been traced back to the earliest times in such
forms as the collection of data regarding a farmer’s livestock; the amount, quality,
and type of grain in the city granaries; or the phases of the moon by early
astronomers. With these simple data sets, graphs could be created, summary values
could be computed, and patterns could be detected and used. Greek philosophers,
such as Aristotle (384-322 B.C), pontificated on the meaning of probability and its
different realisations. Meanwhile, ancient astronomers, such as Ptolemy (c.
A.D. 90-168) and Al-Biruni (973—-1048), were developing methods to deal with
the randomness and inherent errors in their astronomical measurements. By the start
of the late Middle Ages around 1,300, rudimentary probability was being developed
and applied to break codes. With the start of the seventeenth century and spurned by
a general interest in games of chance, the foundations of statistics probability were
developed by Abraham de Moivre (1667-1754), Blaise Pascal (1623-1662), and
Jacob Bernoulli (1655-1705). These scientists sought to resolve and determine
optimal strategies for such games of chance. The nascent nation states also took a
strong interest in the collection and interpretation of economic and demographic
information. In fact, the word statistics, first used by the German philosopher
Gottfried Achenwall (1719-1772) in 1749, is derived from the Neolatinate term
statisticum collegium, meaning council of the state, referring to the fact that even
then the primary use of the collected information was to provide insight (council)
about the nation state (Varberg 1963). In the early nineteenth century, work by

© Springer International Publishing Switzerland 2015 1
Y.A.W. Shardt, Statistics for Chemical and Process Engineers,
DOI 10.1007/978-3-319-21509-9_1



2 1 Introduction to Statistics and Data Visualisation

amongst others Johann Carl Friedrich Gauss (1777-1855), Pierre-Simon Laplace
(1749-1827), and Thomas Bayes (1701-1761) led to the development of new
theoretical and practical ideas. Theoretically, the grounding of statistics in proba-
bility theory, especially the development of the Gaussian distribution, allowed for
many practical applications, including curve fitting and linear regression. Subse-
quent work, by such researchers as Andrei Kolmogorov (1903—1987) and Andrei
Markov (1856—-1922), solidified the theoretical underpinning and developed new
ways of understanding randomness and methods for quantifying its behaviour.
From these foundations, Karl Pearson (1857-1936) and Ronald Fisher (1890-
1962) developed hypothesis testing, the y*-distribution, principal component anal-
ysis, design of experiments, analysis of variance, and method of maximum likeli-
hood, which continue to be used today. Subsequently, these ideas were used by
George Box (1919-2013), Gwilym Jenkins (1932-1982), and Lenart Ljung
(1946—) to develop stochastic modelling and advanced probabilistic models with
applications in economics, biology, and process control. With the advent of com-
puters, many of the previously developed methods can now be realised efficiently
and quickly to analyse enormous amounts of data. Furthermore, the increasing
availability of computers has led to the use of new methods, such as Monte Carlo
simulations and bootstrapping.

Even though statistics still remains solidly applied to the study of economics and
demographics, it has broadened its scope to cover almost every human endeavour.
Some of the earliest modern applications were to the design and analysis of
agricultural experiments to show which fertilisers and watering methods were
better despite uncontrollable environmental differences, for example, amount of
sunlight received or local soil conditions. Later these methods were extended to
analyse various genetic experiments. Currently, with the use of powerful com-
puters, it is possible to process and unearth unexpected statistical relationships in a
data set given many thousands of variables. For example, advertisers can now
accurately predict changes in consumer behaviour based on their purchases over a
period of time.

Another area where statistics is used greatly is the chemical process industry,
which seeks to understand and interpret large amounts of industrial data obtained
from a given (often, chemical) process in order to achieve a safer, more environ-
mentally friendly, and more profitable plant. The process industry uses a wide range
of statistics, ranging from simple descriptive methods through to linear regression
and on to complex topics such as system identification and data mining. In order to
appreciate the more advanced methods, there is a need to thoroughly understand the
fundamentals of statistics. Therefore, this chapter will start the exploration with
some fundamental results in statistical analysis of data sets coupled with a thorough
analysis of the different methods for visualising or displaying data. Subsequent
chapters will provide a more theoretical approach and cover more complex methods
that will always come back to use the methods presented here. Finally, as a side
note, it should be noted that the focus of this book is on presenting methods that can
be used with modern computers. For these reasons, heavy emphasis will be made on
matrices and generalised approaches to solving the problems. However, except for
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the last two chapters dedicated to MATLAB® and Excel®, little to no emphasis will
be placed on any specific software as a computational tool; instead the theoretical
and implementation aspects will be examined in depth.

1.1 Basic Descriptive Statistics

The most basic step in statistical analysis of a data set is to describe it descriptively,
that is, to compute properties associated with the data set and to display the data set
in an informative manner. A data set consists of a finite number of samples or data
points. In this book, a data set will be denoted using either set notation, that is, {xi,
X2,. . ., X} OF vector notation, that is, as X = (x1,x2,...,X,). Set notation is useful
for describing and listing the elements of a data set, while vector notation is useful
for mathematical manipulation. The size of the data set is equal to n. The most
common descriptive statistics include measures of central tendency and dispersion.

1.1.1 Measures of Central Tendency

Measures of central tendency provide some information about the most common
value in the data set. The basic measures of central tendency include the mean,
mode, and median. Since the most common such measure is the mean, which is
often colloquially called the average, all of these measures are often referred to as
averages. A summary of the basic properties of these measures is provided in
Table 1.1.

The mean is a measure of the central value of the set of numbers. It is often
denoted as an overbar (<) over a variable, for example, the mean of X would be
written as X. The most common mean is simply the sum of all the values divided by
the total number of data points, 7, that is,

)—C:Q (1_1)

n

Alternatively, a weighted mean can be computed, where for each value a weight
w is assigned, that is,

2" (1.2)

xX= n
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