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Programme Chairs’ Introduction

This volume comprises the refereed papers presented at AI-2015, the Thirty-fifth
SGAI International Conference on Innovative Techniques and Applications of
Artificial Intelligence, held in Cambridge in December 2015 in both the technical
and the application streams. The conference was organised by SGAI, the British
Computer Society Specialist Group on Artificial Intelligence.

The technical papers included present new and innovative developments in the
field, divided into sections on Knowledge Discovery and Data Mining, Machine
Learning and Knowledge Acquisition, and AI in Action. This year’s Donald Michie
Memorial Award for the best refereed technical paper was won by a paper entitled
“Sparse Covariance Matrix Adaptation Techniques for Evolution Strategies” by
S. Meyer-Nieberg and E. Kropat (Universität der Bundeswehr, München,
Germany).

The application papers included present innovative applications of AI techniques
in a number of subject domains. This year, the papers are divided into sections on
Applications of Genetic Algorithms, Applications of Intelligent Agents and Evo-
lutionary Techniques, and AI Applications. This year’s Rob Milne Memorial
Award for the best refereed application paper was won by a paper entitled
“Development of Temporal Logic-Based Fuzzy Decision Support System for
Diagnosis of Acute Rheumatic Fever/Rheumatic Heart Disease” by Sanjib Raj
Pandey, Jixin Ma and Chong Hong Lai (University of Greenwich, UK).

The volume also includes the text of short papers presented as posters at the
conference.

On behalf of the conference organising committee we would like to thank all
those who contributed to the organisation of this year’s programme, in particular the
programme committee members, the executive programme committees and our
administrators Mandy Bauer and Bryony Bramer.

Max Bramer, Technical Programme Chair, AI-2015.
Miltos Petridis, Application Programme Chair, AI-2015.

v



Acknowledgements/Committees

AI-2015 Conference Committee

Prof. Max Bramer, University of Portsmouth (Conference Chair)
Prof. Max Bramer, University of Portsmouth (Technical Programme Chair)
Prof. Miltos Petridis, University of Brighton (Application Programme Chair)
Dr. Jixin Ma, University of Greenwich (Deputy Application Programme Chair)
Prof. Adrian Hopgood, Sheffield Hallam University (Workshop Organiser)
Rosemary Gilligan, University of Hertfordshire (Treasurer)
Dr. Nirmalie Wiratunga, The Robert Gordon University (Poster Session Organiser)
Andrew Lea, Primary Key Associates Ltd. (AI Open Mic and Panel Session
Organiser)
Giovanna Martinez, Nottingham Trent University and Christo Fogelberg, Palantir
Technologies (FAIRS 2015)
Prof. Miltos Petridis, University of Brighton and Prof. Thomas Roth-Berghofer,
University of West London (UK CBR Organisers)
Mandy Bauer, BCS (Conference Administrator)
Bryony Bramer (Paper Administrator)

Technical Executive Programme Committee

Prof. Max Bramer, University of Portsmouth (Chair)
Dr. John Kingston, Tribal Group
Prof. Thomas Roth-Berghofer, University of West London
Dr. Nirmalie Wiratunga, Robert Gordon University, Aberdeen

vii



Applications Executive Programme Committee

Prof. Miltos Petridis, University of Brighton (Chair)
Mr. Richard Ellis, Helyx SIS Ltd
Ms. Rosemary Gilligan, University of Hertfordshire
Dr. Jixin Ma, University of Greenwich (Vice-Chair)
Dr. Richard Wheeler, University of Edinburgh

Technical Programme Committee

Andreas Albrecht, Middlesex University
Yaxin Bi, University of Ulster
Mirko Boettcher, University of Magdeburg, Germany
Max Bramer, University of Portsmouth
Krysia Broda, Imperial College, University of London
Ken Brown, University College Cork
Frans Coenen, University of Liverpool
Madalina Croitoru, University of Montpellier, France
Bertrand Cuissart, Université de Caen
Ireneusz Czarnowski, Gdynia Maritime University, Poland
Stefan Diaconescu, Softwin, Romania
Nicolas Durand, Aix-Marseille University
Frank Eichinger, CTS EVENTIM AG & Co. KGaA, Hamburg, Germany
Sandra Garcia Esparza, University College Dublin, Ireland
Adriana Giret, Universidad Politecnica de Valencia
Nadim Haque
Arjen Hommersom, University of Nijmegen, The Netherlands
Zina Ibrahim, Kings College, London, UK
John Kingston, Tribal Group
Konstantinos Kotis, University of Piraeus
Ivan Koychev, University of Sofia
Fernando Lopes, LNEG-National Research Institute, Portugal
Roberto Micalizio, Università di Torino
Daniel Neagu, University of Bradford
Lars Nolle, Jade University of Applied Sciences, Germany
Dan O’Leary, University of Southern California
Juan Jose Rodriguez, University of Burgos
Maria Dolores Rodriguez-Moreno, Universidad de Alcal
Thomas Roth-Berghofer, University of West London
Fernando Saenz-Perez, Universidad Complutense de Madrid
Miguel A. Salido, Universidad Politecnica de Valencia
Rainer Schmidt, University Medicine of Rostock, Germany

viii Acknowledgements/Committees



Sid Shakya, BT TSO—Research & Technology
Frederic Stahl, University of Reading
Simon Thompson, BT Innovate
Jon Timmis, University of York
M.R.C. van Dongen, University College Cork
Graham Winstanley, University of Brighton
Nirmalie Wiratunga, Robert Gordon University

Application Programme Committee

Hatem Ahriz, Robert Gordon University
Tony Allen, Nottingham Trent University
Ines Arana, Robert Gordon University
Mercedes Arguello, University of Salford
Ken Brown, University College Cork
Richard Ellis, Helyx SIS Ltd
Roger Evans, University of Brighton
Rosemary Gilligan, University of Hertfordshire
John Gordon, AKRI Ltd
Chris Hinde, Loughborough University
Adrian Hopgood, De Montfort University
Stelios Kapetanakis, University of Brighton
Jixin Ma, University of Greenwich
Lars Nolle, Jade University of Applied Sciences
Miltos Petridis, University of Brighton
Miguel A. Salido, Universidad Politecnica de Valencia
Roger Tait, University of Cambridge
Richard Wheeler, Edinburgh Scientific
Patrick Wong, Open University

Acknowledgements/Committees ix



Contents

Research and Development in Intelligent Systems XXXII

Best Technical Paper

Sparse Covariance Matrix Adaptation Techniques
for Evolution Strategies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
Silja Meyer-Nieberg and Erik Kropat

Knowledge Discovery and Data Mining

A Replicator Dynamics Approach to Collective Feature
Engineering in Random Forests . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
Khaled Fawgreh, Mohamed Medhat Gaber and Eyad Elyan

A Directed Acyclic Graph Based Approach to Multi-Class
Ensemble Classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
Esra’a Alshdaifat, Frans Coenen and Keith Dures

CLUB-DRF: A Clustering Approach to Extreme Pruning
of Random Forests . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
Khaled Fawagreh, Mohamed Medhat Gaber and Eyad Elyan

Machine Learning and Knowledge Acquisition

Fast Handwritten Digit Recognition with Multilayer Ensemble
Extreme Learning Machine . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
Hossein Ghodrati Noushahr, Samad Ahmadi and Arlene Casey

Stylochronometry: Timeline Prediction in Stylometric Analysis . . . . . . 91
Carmen Klaussner and Carl Vogel

xi

http://dx.doi.org/10.1007/978-3-319-25032-8_1
http://dx.doi.org/10.1007/978-3-319-25032-8_1
http://dx.doi.org/10.1007/978-3-319-25032-8_2
http://dx.doi.org/10.1007/978-3-319-25032-8_2
http://dx.doi.org/10.1007/978-3-319-25032-8_3
http://dx.doi.org/10.1007/978-3-319-25032-8_3
http://dx.doi.org/10.1007/978-3-319-25032-8_4
http://dx.doi.org/10.1007/978-3-319-25032-8_4
http://dx.doi.org/10.1007/978-3-319-25032-8_5
http://dx.doi.org/10.1007/978-3-319-25032-8_5
http://dx.doi.org/10.1007/978-3-319-25032-8_6


Semantic Analysis for Document Similarity and Search Queries . . . . . 107
Charlene Cassar and Samad Ahmadi

Social Trust in a Familiar Community . . . . . . . . . . . . . . . . . . . . . . . . 119
Eseosa Oshodin, Francisco Chiclana and Samad Ahmadi

AI in Action

Surface Reconstruction from Point Clouds Using a Novel
Variational Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
Jinming Duan, Ben Haines, Wil O.C. Ward and Li Bai

3D Spatial Reasoning Using the Clock Model . . . . . . . . . . . . . . . . . . . 147
Joanna Isabelle Olszewska

Scheduling with Structured Preferences . . . . . . . . . . . . . . . . . . . . . . . 155
Roberto Micalizio and Gianluca Torta

An Optimisation Algorithm Inspired by Dendritic Cells . . . . . . . . . . . 169
N.M.Y. Lee and H.Y.K. Lau

Short Papers

Graph-Based Multi-Document Summarization: An Initial
Investigation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183
Asma Bader Al-Saleh and Mohamed El Bachir Menai

Towards Expressive Rule Induction on IP Network Event Streams . . . 191
Chris Wrench, Frederic Stahl, Giuseppe Di Fatta,
Vidhyalakshmi Karthikeyan and Detlef Nauck

A Hybrid Ensemble for Classifying and Repurposing
Financial Entities. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197
Peter John Hampton, Hui Wang and William Blackburn

Data Mining and Knowledge Discovery Approach
for Manufacturing in Process Data Optimization . . . . . . . . . . . . . . . . 203
Raed S. Batbooti and R.S. Ransing

Applications and Innovations in Intelligent Systems XXIII

Best Application Paper

Development of Temporal Logic-Based Fuzzy Decision Support
System for Diagnosis of Acute Rheumatic Fever/Rheumatic
Heart Disease . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 213
Sanjib Raj Pandey, Jixin Ma and Chong Hong Lai

xii Contents

http://dx.doi.org/10.1007/978-3-319-25032-8_7
http://dx.doi.org/10.1007/978-3-319-25032-8_8
http://dx.doi.org/10.1007/978-3-319-25032-8_9
http://dx.doi.org/10.1007/978-3-319-25032-8_9
http://dx.doi.org/10.1007/978-3-319-25032-8_10
http://dx.doi.org/10.1007/978-3-319-25032-8_11
http://dx.doi.org/10.1007/978-3-319-25032-8_12
http://dx.doi.org/10.1007/978-3-319-25032-8_13
http://dx.doi.org/10.1007/978-3-319-25032-8_13
http://dx.doi.org/10.1007/978-3-319-25032-8_14
http://dx.doi.org/10.1007/978-3-319-25032-8_15
http://dx.doi.org/10.1007/978-3-319-25032-8_15
http://dx.doi.org/10.1007/978-3-319-25032-8_16
http://dx.doi.org/10.1007/978-3-319-25032-8_16
http://dx.doi.org/10.1007/978-3-319-25032-8_17
http://dx.doi.org/10.1007/978-3-319-25032-8_17
http://dx.doi.org/10.1007/978-3-319-25032-8_17


Applications of Genetic Algorithms

Optimising Skill Matching in the Service Industry for Large
Multi-skilled Workforces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 231
R.T. Ainslie, S. Shakya, J. McCall and G. Owusu

Hybrid Optimization Approach for Multi-Layer FTTH
Network Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 245
Kaltham Al Romaithi, Kin Fai Poon, Anis Ouali,
Peng-Yong Kong and Sid Shakya

A Genetic Algorithm Based Approach for Workforce Upskilling . . . . . 261
A.J. Starkey, H. Hagras, S. Shakya and G. Owusu

Applications of Intelligent Agents and Evolutionary Techniques

Multi Agent Based Simulation Using Movement Patterns Mined
from Video Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 275
Muhammad Tufail, Frans Coenen, Jane Hurst and Tintin Mu

Assembly of Neural Networks Within a Federation of Rational
Agents for the Diagnosis of Acute Coronary Syndromes . . . . . . . . . . . 289
J.J. Sprockel and E. Gonzalez

Cluster Analysis of Face Images and Literature Data
by Evolutionary Distance Metric Learning . . . . . . . . . . . . . . . . . . . . . 301
Wasin Kalintha, Taishi Megano, Satoshi Ono, Kenichi Fukui
and Masayuki Numao

AI Applications

A Novel K-Means Voice Activity Detection Algorithm
Using Linear Cross Correlation on the Standard Deviation
of Linear Predictive Coding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 319
M.K. Mustafa, Tony Allen and Kofi Appiah

Opinionated Explanations for Recommendation Systems . . . . . . . . . . . 331
Aonghus Lawlor, Khalil Muhammad, Rachael Rafter and Barry Smyth

The Influence of Virtual Reality on the Perception of Artificial
Intelligence Characters in Games . . . . . . . . . . . . . . . . . . . . . . . . . . . . 345
Christopher J. Headleand, Gareth Henshall, Llyr Ap Cenydd
and William J. Teahan

Contents xiii

http://dx.doi.org/10.1007/978-3-319-25032-8_18
http://dx.doi.org/10.1007/978-3-319-25032-8_18
http://dx.doi.org/10.1007/978-3-319-25032-8_19
http://dx.doi.org/10.1007/978-3-319-25032-8_19
http://dx.doi.org/10.1007/978-3-319-25032-8_20
http://dx.doi.org/10.1007/978-3-319-25032-8_21
http://dx.doi.org/10.1007/978-3-319-25032-8_21
http://dx.doi.org/10.1007/978-3-319-25032-8_22
http://dx.doi.org/10.1007/978-3-319-25032-8_22
http://dx.doi.org/10.1007/978-3-319-25032-8_23
http://dx.doi.org/10.1007/978-3-319-25032-8_23
http://dx.doi.org/10.1007/978-3-319-25032-8_24
http://dx.doi.org/10.1007/978-3-319-25032-8_24
http://dx.doi.org/10.1007/978-3-319-25032-8_24
http://dx.doi.org/10.1007/978-3-319-25032-8_25
http://dx.doi.org/10.1007/978-3-319-25032-8_26
http://dx.doi.org/10.1007/978-3-319-25032-8_26


Short Papers

Eugene: A Generic Interactive Genetic Algorithm Controller. . . . . . . . 361
C. James-Reynolds and E. Currie

Automatically Geotagging Articles in the Welsh Newspapers
Online Collection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 367
Sean Sapstead, Illtud Daniel and Amanda Clare

Contextual Sequential Pattern Mining in Games: Rock, Paper,
Scissors, Lizard, Spock . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 375
Julien Dumartinet, Gaël Foppolo, Loïc Forthoffer, Pierre Marais,
Madalina Croitoru and Julien Rabatel

On the Way Towards Automated Planning and Budgeting:
Combining Fuzzy Planning with CBR Learning Systems . . . . . . . . . . . 381
Miriam Gebauer, Peter Rausch and Michael Stumpf

A Comparative Analysis of Ranking Methods in a Hybrid
Filter-Wrapper Model for Feature Selection in DNA Microarrays . . . . 387
Conor Fahy, Samad Ahmadi and Arlene Casey

A New Content-Based Recommendation Algorithm
for Job Recruiting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 393
N. Almalis, G. Tsihrintzis and N. Karagiannis

Mining Fuzzy Time-Interval Patterns in Clinical Databases . . . . . . . . . 399
A. Mills-Mullett and J. Lu

A Sense-Think-Act Architecture for Low-Cost Mobile Robotics . . . . . . 405
Liam Chapman, Cameron Gray and Chris Headleand

xiv Contents

http://dx.doi.org/10.1007/978-3-319-25032-8_27
http://dx.doi.org/10.1007/978-3-319-25032-8_28
http://dx.doi.org/10.1007/978-3-319-25032-8_28
http://dx.doi.org/10.1007/978-3-319-25032-8_29
http://dx.doi.org/10.1007/978-3-319-25032-8_29
http://dx.doi.org/10.1007/978-3-319-25032-8_30
http://dx.doi.org/10.1007/978-3-319-25032-8_30
http://dx.doi.org/10.1007/978-3-319-25032-8_31
http://dx.doi.org/10.1007/978-3-319-25032-8_31
http://dx.doi.org/10.1007/978-3-319-25032-8_32
http://dx.doi.org/10.1007/978-3-319-25032-8_32
http://dx.doi.org/10.1007/978-3-319-25032-8_33
http://dx.doi.org/10.1007/978-3-319-25032-8_34


Research and Development
in Intelligent Systems XXXII



Best Technical Paper



Sparse Covariance Matrix Adaptation
Techniques for Evolution Strategies

Silja Meyer-Nieberg and Erik Kropat

Abstract Evolution strategies are variants of evolutionary algorithms. In contrast

to genetic algorithms, their search process depends strongly on mutation. Since the

search space is often continuous, evolution strategies use a multivariate normal dis-

tribution as search distribution. This necessitates the tuning and adaptation of the

covariance matrix. Modern evolution strategies apply covariance matrix adaptation

mechanisms in order to achieve this end. However, the covariance estimation is con-

ducted with small sample sizes compared to the search space dimensionality. Regard-

ing the agreement of sample estimate and true covariance, this represents a potential

problem. This paper introduces a new approach by changing the coordinate systems

and implements several sparse covariance matrix techniques. The results are evalu-

ated in experiments.

1 Introduction

Evolution strategies (ESs) are a variant of evolutionary algorithms often used for

continuous black-box optimization. They differ from many other evolutionary algo-

rithms in the role of mutation: While it is only a background operator in genetic

algorithms, it represents the main search operator here. Evolution strategies operate

with a multivariate normal distribution which is used to generate a population of new

search points. Its parameters, the mean and the covariance matrix, must be updated

during a run in order for the strategy to reach the vicinity of optimal points fast and

reliably. The adaptation of the parameters takes the search history and the present

population into account. Due to its importance, research focussed and focusses on the

covariance matrix. The main techniques introduced are based on the sample covari-

ance matrix [1]. The usage of this estimator may bear potential improvement points

S. Meyer-Nieberg (✉) ⋅ E. Kropat

Department of Computer Science, Universität der Bundeswehr München,

Werner-Heisenberg Weg 39, 85577 Neubiberg, Germany

e-mail: silja.meyer-nieberg@unibw.de

E. Kropat

e-mail: erik.kropat@unibw.de

© Springer International Publishing Switzerland 2015
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6 S. Meyer-Nieberg and E. Kropat

within itself: Evolution strategies typically operate with small population or sample

sizes. The size of the population does not exceed the search space dimensionality.

Estimating the N × N dimensional covariance matrix with a sample size of 𝜇 < N or

𝜇 ≈ N leads to unreliable estimates. All adaptation techniques introduced so far con-

sider correction terms. However, the question remains whether an ES may benefit if

techniques developed for and tailored to the task at hand were introduced.

Literature concerning attempts of combining evolutionary algorithms or related

approaches with statistical estimation methods of high-dimensional covariance

matrices is scarce. So far, we were only able to identify two approaches aside from

our own research: In the first [6], the authors investigated estimation of distribu-

tion algorithms (EDAs) for continuous spaces. The EDA applied a Gaussian search

distortion similar to evolution strategies. The estimation of the covariance matrix

resulted however in matrices that were not positive definite. To circumvent the prob-

lem, a shrinkage procedure was introduced, see e.g. [13]. Very recently, a shrink-

age estimator was integrated into an evolution strategy variant with a single search

point [12].

The research presented here is part of an ongoing investigation into alternative

estimation techniques for high-dimensional covariances [15, 16]. In [15, 16] Ledoit-

Wolf shrinkage estimators were analyzed. While the results were promising, find-

ing the appropriate shrinkage intensity represented a challenge. Therefore, in [14]

another computational simple estimation method was introduced: thresholding. Here

the work begun in [14] is continued by addressing two of open problems remaining:

The first concerns the choice of the thresholding function, the latter the influence of

an important parameter of the thresholding.

The paper is structured as follows. First, the evolution strategy variant consid-

ered in this paper is introduced. Afterwards, we argue why high-dimensional esti-

mation techniques might improve the performance. The next section introduces the

sparse covariance estimation evolution strategy developed. An experimental analy-

sis of the approaches follows, before the paper closes with an outlook on potential

future research.

2 Evolution Strategies

Evolution strategies (ESs) [18, 19] are used for continuous black-box optimization

f ∶ RN → R. Several variants have been introduced (see e.g. [1, 3]). In many cases,

a population of 𝜇 parents is used to create a set of 𝜆 offspring, with 𝜇 ≤ 𝜆. Like all

evolutionary algorithms, evolution strategies operate in a sequence of generations.

In each generation, the same cycle of processes is carried out. In general, these are

parent selection, recombination, mutation, and survivor selection. In the following,

the processes are described based on the ES variant considered. Here, all 𝜇 par-

ents contribute to create the offspring. First recombination is performed, that is, the

centroid of the parents is computed [3]. All offspring are based on the same origin

and differ only in their mutation vector, a normally distributed random variable with

zero mean and covariance matrix 𝜎
2𝐂 which is added to the mean. After the 𝜆 off-
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spring 𝐲1,… , 𝐲
𝜆

have been created, the individuals are evaluated. In most cases, the

function to be optimized is used directly. In that case, the function is also called fit-

ness. Selection in evolution strategies takes often only the 𝜆 offspring into account

of which the 𝜇 best 𝐲1∶𝜆,… , 𝐲
𝜇∶𝜆 are chosen.

The most important factor concerning the mutation is the covariance matrix. It

must be adapted during the run and fitted to the landscape. Otherwise, the perfor-

mance may be low. Therefore, research on controlling the mutation has a long tra-

dition in ESs. First approaches were already considered in [18]. The next section

describes the variant considered in this paper.

2.1 Covariance Matrix Adaptation: The Population
Covariance

To our knowledge, covariance matrix adaptation comprises two main classes: one

applied in the covariance matrix adaptation evolution strategy (CMA-ES) [11]

and an alternative used in the covariance matrix self-adaptation evolution strategy
(CMSA-ES) [4]. Both are based on a variant of the sample covariance, correcting

the estimate with information from the search history. The present paper focuses

on the CMSA-ES leaving the CMA-ES for future research. One of the reasons is

that the CMSA-ES does only include one additional correction term making it eas-

ier to assess the effects of the thresholding operator. The CMSA-ES considers the

covariance matrix (𝜎(g))2𝐂(g)
with 𝜎

(g)
denoting general scaling factor (or step-size

or mutation strength) and with 𝐂(g)
a rotation matrix. Following the usual practice

in literature on evolution strategies the latter matrix 𝐂(g)
is referred to as covariance

matrix in the remainder of the paper. The CMSA uses covariance matrix adaptation

for the matrix 𝐂(g)
and self-adaptation for the mutation strength.

The covariance matrix update is based upon the common estimate of the covari-

ance matrix using the newly created population. However, the sample consists of the

selected parents and not of the complete set. Restricting the sample, shall induce a

bias towards promising parts of the search space. Since the adaptation of the muta-

tion strength happens separately, the sample is normalized with 𝐳(g+1)m∶𝜆 ∶=
(
𝐱(g+1)m∶𝜆 −

𝐦(g))∕𝜎(g)
before estimating the covariance, see also [11]. Since the centroid used for

the mutation is known, the covariance matrix estimation does not need to re-estimate

the mean. The rank-𝜇 update then obtains the covariance matrix as

𝐂(g+1)
𝜇

∶=
𝜇∑

m=1
wm𝐳

(g+1)
m∶𝜆 (𝐳(g+1)m∶𝜆 )T (1)

which is usually a positive semi-definite matrix since 𝜇 ≪ N. The weights wm
should fulfill w1 ≥ w2 ≥ … ≥ wm with

∑𝜇

m=1 wi = 1. While it is possible to consider

unequal weights, the CMSA-ES usually operates with wm = 1∕𝜇. To derive reliable

estimates larger population sizes are required which would lower the algorithm’s
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speed. Therefore, past covariance matrices are taken into account via the convex

combination of (1) with the sample covariance and the old covariance

𝐂(g+1) ∶= (1 − 1
c
𝜏

)𝐂(g) + 1
c
𝜏

𝐂(g+1)
𝜇

(2)

with the weights usually set to wm = 1∕𝜇 and following [4]

c
𝜏
= 1 + N(N + 1)

2𝜇
. (3)

2.2 Step-Size Adaptation

The CMSA implements the step-size using self-adaptation first introduced in [18]

and developed further in [19]. Here, evolution is used to tune the strategy parameters

of the mutation process. In other words, these parameters undergo recombination,

mutation, and indirect selection processes. The working principle is based on an indi-

rect stochastic linkage between good individuals and appropriate parameters: Well-

adapted parameters should result more often in better offspring than too large or too

small values or misleading directions. Although self-adaptation has been developed

to adapt the whole covariance matrix, it is applied today mainly to adapt the step-size

or a diagonal covariance matrix. In the case of the mutation strength, usually a log-

normal distribution 𝜎
(g)
l = 𝜎

(g)exp(𝜏N (0, 1)) is used for the mutation of the muta-

tion strength. The parameter 𝜏, the learning rate, should scale with 1∕
√
2N. The

CMSA-ES often uses recombination. Among others, self-adaptation with recombi-

nation improves the performance in the presence of noise [2]. While the recombina-

tion of the mutation strength could be realized in several ways, it normally follows

the recombination of the objective values in computing the mean of the mutation

strengths of the parents. The newly created mutation strength 𝜎
(g)
l is then used for

mutating the objective values of the offspring. If the resulting offspring is sufficiently

good, the scale factor is passed to the next generation.

3 A Sparse Covariance Matrix Adaptation

This section introduces the new covariance adaptation technique which uses thresh-

olding to transform the population covariance matrix. The decision for thresholding

is based upon the comparatively computational efficiency of the approach.

The sample covariance (1) has a strong influence on the adaptation. However,

the good properties of the maximum likelihood estimator hold for the case 𝜇 ≫ N
and 𝜇 ≫ 1. In evolution strategies, the sample size seldom exceeds the search space

dimension with 𝜇 < N. For example, [9] recommends to use 𝜆 = ⌊log(3N)⌋ + 4 off-
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spring and to set the size of the parent population to 𝜇 = ⌊𝜆∕2⌋. Thus, a potential

problem arises in high-dimensional settings. For N → ∞, we have 𝜇∕N → 0 contra-

dicting the assumptions on which the estimator was based.

In order to assess the problem in evolution strategies, we take a closer look at the

eigenvalues of the covariance matrix for some selected functions. Figure 1 shows the

development of the ratio of the largest to the smallest eigenvalue of the covariance

matrix on the sphere f (𝐱) = ‖𝐱‖2 and on the discus f (𝐱) = 106x21 +
∑N

i=2 x
2
i . In the

latter case it can be argued that the behavior observed is beneficial. For the sphere, the

figures hint at a potential problem: The gap between largest and smallest eigenvalue

widens for all runs with the problem being more pronounced for the smaller search

space dimensionalities. Furthermore, the extremely small sample size for N = 10
causes a large variation between the runs. It is interestingly less distinct in the case

of the higher dimensional search spaces. This is probably an effect of the parameter c
𝜏

which follows limN→∞ c
𝜏
(N) = ∞ as long as 𝜇 ∝ log(N) or 𝜇 ∝ N. Thus, the influ-

ence of the population covariance lessens. In statistics the problem is well-known

[20, 21] with a long research tradition concerning approaches to counteract the prob-

lematic properties, see e.g. [17] for an overview. Among others, it has been shown

that the eigenstructures of the estimate and the covariance do not agree well.

(a) (b)

(c) (d)

Fig. 1 The development of the ratio of the largest to the smallest eigenvalue of the covariance for

the CMSA-ES on the sphere and the discus. Shown are the results from 15 runs for each dimen-

sionality. a Sphere, N = 10. b Sphere, N = 40. c Discus, N = 10. d Discus, N = 40
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3.1 Space Transformation

Several types of estimators assume a sparse structure of the covariance matrix.

Shortly stated, these approaches work well if many entries are small or even zero.

Then, computationally simple estimation techniques can be applied. In the case of

evolution strategies, a sparseness assumption may not hold in every situation. The

form of the covariance matrix depends strongly on the function landscape and may

vary widely in practice. Furthermore, there may not be any information available

concerning the type of the function itself. Therefore, the covariance matrix is not

considered in the original space but in the eigenspace of the previous covariance

matrix 𝐂(g)
.

Let the covariance matrix 𝐂(g)
be a symmetric, positive definite N × N matrix.

The condition holds for the original adaptation since (2) combines a positive definite

with a positive semi-definite matrix. As we will see below, in the case of threshold-

ing the assumption may not always be fulfilled. Let 𝐯1,… , 𝐯N denote the N eigen-

vectors with the eigenvalues 𝜆1,… , 𝜆N , 𝜆j > 0. The definiteness of 𝐂(g)
guarantees

their existence. The eigenvectors form a orthonormal basis of RN
, i.e., 𝐯Ti 𝐯i = 1 and

𝐯Ti 𝐯j = 0, if i ≠ j. Define 𝐕 ∶= (𝐯1,… , 𝐯N). It then holds that 𝐕−1 = 𝐕T
. Switch-

ing to the eigenspace of 𝐂(g)
results in the representation of the covariance matrix

𝛬
(g) = 𝐕𝐂(g)𝐕T

with 𝛬
(g)

a diagonal matrix containing the eigenvalues. Diagonal

matrices are sparse, thus for the estimation of the covariance matrix the more effi-

cient procedures for sparse structures could be used. However, it is not the goal to

re-estimate 𝐂(g)
but to estimate the true covariance matrix of the distribution indi-

cated by the sample 𝐳1;𝜆,… , 𝐳
𝜇;𝜆.

Before continuing, it should be noted that several definitions of sparseness have

been introduced. For instance, the number of non-zero elements in a row may

not exceed a predefined limit s0(N) > 0, i.e., maxi
∑N

j=1 𝛿(|aij| > 0) ≤ s0(N), which

should grow only slowly with N. This definition can, however, be relaxed to a more

general definition of sparseness, also referred to as approximate sparseness [5] on

which the adaptive thresholding considered is based. Applying thresholding in our

case requires that the true covariance matrix of the selected set has an approximately

sparse structure in the eigenspace of 𝐂(g)
. Assuming the validity of the assumption,

we change the coordinate system in order to perform the covariance matrix estima-

tion. Reconsider the normalized (aside from the covariance matrix) mutation vectors

𝐳1;𝜆,… , 𝐳
𝜇;𝜆 that were associated with the 𝜇 best offspring. Denoting their represen-

tation in the eigenspace as 𝐳̂m;𝜆 = 𝐕T𝐳m;𝜆 for m = 1,… , 𝜇 leads to the new popula-

tion covariance

𝐂̂
𝜇
=

𝜇∑

i=1
wi𝐳̂m;𝜆𝐳̂Tm;𝜆 (4)

which is used to derive the final estimate. In the next section, potential techniques

for sparse covariance matrices are discussed.
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3.2 Sparse Covariance Matrix Estimation

Several methods have been developed for estimating sparse covariance matrices:

Among others banding, tapering, and thresholding can be applied, see e.g. [17].

While all three are based on the assumption that many entries of the true covari-

ance are zero, banding and tapering assume an ordering of the variables which is not

present in the case of evolution strategies.

Therefore, only thresholding remains. Thresholding discards entries which are

smaller than a given threshold 𝜀 > 0. For a matrix 𝐀∈ RN×N
, the thresholding oper-

ator T
𝜀
(𝐀) is defined as

T
𝜀
(𝐀) ∶= (aij𝛿(|aij| ≥ 𝜀))N×N (5)

with 𝛿(⋅) = 1 if the condition is fulfilled and zero otherwise. The choice of the thresh-

old is critical for the quality of the resulting estimate. Equation (5) represents an

example of universal thresholding with a hard thresholding function. Soft threshold-

ing is also common, examples of this function class comprise e.g.

s
𝜆
(x) = sign(x)(|x| − 𝜆)+ (soft-thresholding) (6)

s
𝜆
(x) = |x|(1 − |𝜆

x
|𝜂)+ (Lasso) (7)

with (x)+ ∶= max(0, x). Adaptive thresholding which considers the current data for

determining the threshold 𝜆ij appears as more appropriate for evolution strategies

than using constant thresholds. Following [5], we use

𝜆ij ∶= 𝜆ij(𝛿) = 𝛿

√
𝜃̂ij logN

𝜇
(8)

where 𝛿 > 0 can be either chosen as a constant or be obtained using cross-validation.

The variable 𝜃̂ij in (8) is determined as 𝜃̂ij =
1
𝜇

∑𝜇

m=1[(ẑmi − Zi)(ẑmj − Zj) − ĉ𝜇ij ]
2

with

ĉ𝜇ij denoting the (i, j)-entry of 𝐂̂(g+1)
𝜇

, ẑmi the ith component of 𝐳̂m∶𝜆, and Zi ∶=
(1∕𝜇)

∑𝜇

m=1 ẑmi.
While thresholding respects symmetry and non-negativeness properties, it results

only in asymptotically positive definite matrices. Thus, for finite sample sizes, it does

neither preserve nor induce positive definiteness in general. Due to this potential

problem, future research will investigate repair mechanisms as well as alternative

thresholding functions, see e.g. [7]. Here, the soft-thresholding (6) and the Lasso

thresholding function (7) are considered. While it is common to exclude the diagonal

entries of the covariance from thresholding, this may not be always appropriate for

optimization since the nature of the functions may vary widely. Our previous experi-

ments did not show a clear advantage for either method. Therefore, both versions are

taken into account. In combination with the thresholding function, the following four
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ES types are investigated: (1) CMSA-Thres-ES (abbreviated to Thres): an evolution

strategy with CMSA which applies thresholding in the eigenspace of the covariance

with soft-thresholding, (2) CMSA-ThresL-ES (abbreviated to ThresL): the same as

above but using the Lasso thresholding, (3) CMSA-Diag-ES (abbreviated to Diag):

an ES with covariance matrix adaptation with thresholding in the eigenspace of

the covariance, preserving the diagonal elements, and using soft-thresholding, (4)

CMSA-DiagL-ES (abbreviated to DiagL): the variation with the Lasso function.

4 Experiments

Two series of experiments were conducted: The first with the aim to gain more

insight regarding the choice of the parameter 𝛿. Our first approach was to make this

parameter data dependent by setting it to 𝛿 = 2max(𝐂̂
𝜇
). Since [5] recommends to

use either 𝛿 = 2 or to conduct cross-validation, we performed a short experimental

analysis and took a closer look at the development of the eigenvalues on the sphere

and on the discus. We considered the 𝛿 = 2, 3, and 4 for the CMSA-ThresL-ES with

the search space dimensionalities set to N = 10, 20, 40, and 100.

The second series of experiments compares the different shrinkage variants with

the original CMSA-ES. Two thresholding operators, soft thresholding and Lasso

thresholding (with 𝜂 = 4), are taken into account. The comparison is based on the

search space dimensions N = 10 and 20. The second series of experiments uses a

maximal number of fitness evaluations of FEmax = 2 × 105 N. While the experiments

revealed that longer experiments are necessary in order to derive meaningful find-

ings for the difficult multimodal functions, the task was delegated to future research

because of the computing time required.

All strategies start from randomly chosen positions, sampled uniformly from the

interval [−4, 4]N . The ESs used 𝜆 = ⌊log(3N) + 8⌋ offspring and 𝜇 = ⌈𝜆∕4⌉ parents.

An equal setting of weights wm was used with wm = 1∕𝜇. A run terminates before

reaching the maximal number of evaluations, if the difference between the best value

obtained so far and the optimal fitness value |fbest − fopt| is below a predefined tar-

get precision set to 10−8. For each fitness function and dimension, 15 runs are con-

ducted. In order not to waste resources, a run is restarted when a search stagnation is

observed. The latter is characterized by observing changes of the best values below

10−8 over the last 10 + ⌈30N∕𝜆⌉ generations.

4.1 Test Suite Und Performance Measure

The algorithms were implemented in MATLAB. The paper uses the black box opti-

mization benchmarking (BBOB) software framework and test suite, see [10]. The

framework
1

can be used to benchmark and compare continuous black-box optimiz-

1
Current software and tutorials under http://coco.gforge.inria.fr.

http://coco.gforge.inria.fr
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ers and provides easy means to generate tables and figures. This paper considers the

24 noiseless functions of the test suite [8]. In order to lower the possibility that an

algorithm benefits from initialisation effects, the position of the optimum is changed

from run to run. The test suite comprises four function classes which differ in the

degree of difficulty they pose for the optimization: separable functions (function ids

1–5), functions with low/moderate conditioning (ids 6–9), functions with high con-

ditioning (ids 10–14), and two groups of multimodal functions (ids 15–24), with the

last comprising functions with a weak global structure.

Following [10], the expected running time (ERT) is used as the performance mea-

sure. It is defined as the expected value of the function evaluations (f -evaluations)

required to reach the target value with the required precision for the first time, see

[10]. In this paper, ERT = #(FEs(fbest≥ftarget ))
#succ

is used as an estimate. It is obtained by

summing up the evaluations FEs(fbest ≥ ftarget ) in each run until the fitness of the

best individual is smaller than the target value, divided by the number of all success-

ful runs.

4.2 Results and Discussion

First, we describe the results from the parameter dependency experiments. The

thresholding should on the one hand “stabilize” the covariance matrix in the sense

that the eigenvalues do not diverge unless of course it is required to optimize the

function. On the other hand, it should not delay or prohibit the adaptation of the

covariance matrix to the function space. Summarizing the effects of operating with

a data independent 𝛿 from {2, 3, 4}, this detrimental behavior can be observed. Thus,

Fig. 2 only shows the development of the ratio of the largest and the smallest eigen-

value for the sphere and the discus for two exemplary search space dimensions using

the data dependent 𝛿. Comparing Figs. 2 to 1 reveals that for the sphere the varia-

tion between the runs is reduced even for the smaller search space. In the case of the

discus, the increase of the ratio is slower, which could result in slower convergence.

The findings for the BBOB test suite indicate advantages for thresholding in many

cases. The outcome of the comparison depends on the function class. In the case of

the separable functions with ids 1–5, the strategies behave on the whole very similar

for 10D and 20D. Concerning the particular functions, differences are revealed as

Tables 1 and 2 show for the expected running time (ERT) provided for several preci-

sion targets. In the case of the sphere (function with id 1) and the separable ellipsoid

(id 2), all strategies reach the final precision goal in all runs. For both functions, ESs

with thresholding are the fastest. In the case of the sphere, preserving the diagonal

elements appears slightly advantageous, however, all variants are close together. For

the ellipsoid, the gap widens. Interestingly, two variants remain close together: the

CMSA-Thres-ES and the CMSA-DiagL-ES which differ in the thresholding func-

tion as well as in the decision whether to subject the diagonal entries to thresholding

or not. No strategy reaches the required target precision in the case of the separable
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(a) (b)

(c) (d)

Fig. 2 Development of the ratio of the largest and the smallest eigenvalue of the covariance matrix

of the CMSA-ThresL-ES on the sphere. Shown are the results from 15 repeats for each dimension-

ality. a Sphere, N = 10. b Sphere, N = 40. c Discus, N = 10. d Discus, N = 40

Rastrigin (id 3) and the separable Rastrigin-Bueche (id 4). Since all strategies only

achieve the lowest target precision of 101, a comparison is not performed and due to

page restrictions the data are removed from the tables. In the case of the linear slope

(id 5) all strategies are successful. While the thresholding variants perform better for

the smaller search space probably due to the more stable behavior of the covariance

adaptation, the advantage is lost for N = 20 as Table 2 shows.

In the case of the functions with low to moderate conditioning (id 6–9), the step

ellipsoid with id 7 is the most difficult function to optimize for the ESs. Experiments

with a larger number of maximal function evaluations will be performed in future

research. In the case of the remaining functions, we see a separation between the

attractive sector (id 6) and the Rosenbrock variants (ids 8 and 9). In the case of the

attractive sector and N = 10, see Table 1, the original CMSA-ES could only reach

the required target precision in eight of the 15 runs, whereas the thresholding variants

resulted only in one or two unsuccessful runs. Increasing the search space dimension-

ality, causes all runs of the CMSA-ES to be unsuccessful while the thresholding vari-

ants still achieve two or three successful runs. On the original Rosenbrock function

(id 8), the CMSA-Thres-ES with the soft-thresholding function is the worst perform-

ing strategy. For N = 20, Table 2, the CMSA-DiagL-ES which uses the Lasso also
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exhibits slower convergence. Here, the CMSA-ES is marked as the best strategy for

many intermediate precision targets. However, the CMSA-Diag-ES and the CMSA-

ThresL-ES achieve very similar results. Interesting is the mixture of thresholding

target and thresholding function. The interactions will be investigated more closely

in future work. In the case of the rotated Rosenbrock (id 9), the CMSA-ThresL-ES

shows the best results.

For the ill-conditioned functions (id 10–14), the findings are mixed. On some

functions, especially on the ellipsoid (id 10) and the bent cigar (id 12), the original

CMSA-ES has the lowest ERT values for the precision targets. For N = 10, Table 1,

all strategies are successful for the ellipsoid (id 10), the discus (id 11), the bent cigar

(id 12), and the sum of different powers (id 14). For the higher-dimensional search

space, the bent cigar leads to problems for the CMSA-Thres-ES and the CMSA-

DiagL-ES. Again, there appears to be an interaction between thresholding target and

function. Only the CMSA-ES and the CMSA-Diag-ES are able to reach the final pre-

cision target on the sharp ridge (id 13) for N = 10. Since this occurs just once in both

cases, more experiments are clearly necessary. Interestingly, differences between the

group consisting of the CMSA-ES, the CMSA-ThresL-ES, and the CMSA-Diag-ES

and the remaining strategies can be observed. The latter group is unable to achieve

comparable performance on f11, f12, and f13 with more unsuccessful runs and larger

expected numbers of function evaluations especially for the lower targets.

The group of multi-modal functions represents challenges for all ESs under con-

sideration: The functions Rastrigin (id 15), Weierstrass (id 16), Schaffer F7 with

condition number 10 (id 17), Schaffer F7 with condition 1000 (id 18), and Griewank-

Rosenbrock F8F2 (id 19) cannot be solved with the final target precision required.

Partly, this may be due to the maximal number of fitness evaluations. Even the best

performing methods of the 2009 BBOB workshop required more evaluations than we

allowed in total. Thus, longer experiments should be conducted in future research.

Concerning the preliminary targets with lower precision, thresholding variants often

achieve the best results. However, more experiments are required. In the case of

N = 20, the number of function evaluations necessary for the best algorithms of 2009

to reach even the lower precision target of 10−1 exceeds our total budget. Therefore,

no analysis is attempted and the results are not shown in Table 2.

The last group, the multi-modal functions with weak global structures, are also

difficult to solve and struck from Table 2. Only for function 21, Gallagher 101 peaks,

and function 22, Gallagher 21 peaks, successful runs are observed for N = 10,

see Table 1. In the case of the first, the CMSA-Thres-ES achieves the best results,

whereas the original CMSA-ES is the best strategy to tackle function 22.

To summarize the findings, thresholding appears as a means to improve the per-

formance. However, we observe an interaction between thresholding function and

threshold target that should be analyzed further.
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5 Conclusions and Outlook

The focus of the paper lay on the covariance matrix adaptation in evolution strate-

gies. In many cases, the sample covariance is used which gives cause for concern

regarding that its quality may be poor in situations where the estimation is only

based on a small sample. Alternative approaches have been developed in the field

of statistics. Evolution strategies require, however, methods that do not increase the

computational effort considerably. Therefore, the paper investigated and compared

several thresholding techniques which originate from estimation theory for high-

dimensional spaces. The performance of the resulting new evolution strategies were

compared to the original variant on the black-box optimization benchmarking test

suite. The results were promising with the new variants performing better for sev-

eral function classes. Concerning the variants of thresholding, more experiments and

analyses are required in order to identify the best solution and to shed more light on

the interaction between thresholding function and thresholding target.
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