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Preface

This volume presents the research papers presented in the 5th International
Conference Fuzzy and Neuro Computing (FANCCO) held during 17–19 December
2015 and hosted by Institute for Development and Research in Banking Technol-
ogy (IDRBT), Hyderabad, India. It brought together researchers from academia and
industry to report the latest cutting-edge research made in the areas of fuzzy
computing, neuro computing and hybrid neuro-fuzzy computing in the paradigm of
soft computing or computational intelligence.

We are grateful to Dr. Y.V. Reddy, former Governor, Reserve Bank of India, for
inaugurating the conference. Five internationally renowned experts from four
countries, namely Prof. Nikola Kasabov, Auckland University of Technology, New
Zealand; Prof. Vipin Kumar, University of Minnesota, USA; Prof. Tadihiko
Murata, Osaka University, Japan; Prof. Dipti Srinivasan, National University of
Singapore, Singapore and Prof. Raghuram Krishnapuram, Xerox Research India
delivered keynotes on cutting-edge topics. Further, two pre-conference tutorials
from internationally acclaimed Indian professors, Prof. B. Yagnanarayan and
Prof. M. Narisimha Murty, respectively, from IIIT, Hyderabad and IISc, Bangalore
were organized. We sincerely thank all the keynote speakers for having come from
distant places to be present in the conference and sharing their invaluable knowl-
edge and experience. We are also thankful to the tutorial speakers for readily
accepting our request and delivering highly informative and thought-provoking
tutorials.

After a rigorous academic review of the 68 submissions from all over the world,
the International Programme Committee members and some additional reviewers
selected 27 papers for presentation at the conference. We sincerely thank all the PC
members and additional expert reviewers for their unwavering support and putting
enormous efforts in reviewing and accepting the papers. Without their untiring
efforts and the contributing authors, the conference would not have been possible.
There are seven papers from outside India, including countries such as USA,
Russia, Hungary, New Zealand, Palestine, Fiji Islands, etc.

The entire process of submission, refereeing, e-communication of
decision-making of the PC for accepting the papers was done through the
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EasyChair system. We thank the administrators and creators of EasyChair for
providing a highly configurable conference management system.

The accepted papers have a good, balanced mix of theory and applications. The
techniques ranged from fuzzy neural networks, decision trees, spiking neural net-
works, self-organizing feature map, support vector regression, adaptive neuro-fuzzy
inference system, extreme learning machine, fuzzy multi-criteria decision-making,
machine learning, web usage mining, Takagi–Sugeno Inference system, extended
Kalman filter, Goedel-type logic, fuzzy formal concept analysis, biclustering, etc.
The applications ranged from social network analysis, twitter sentiment analysis,
cross-domain sentiment analysis, information security, education sector, e-learning,
information management, climate studies, rainfall prediction, brain studies, bioin-
formatics, structural engineering, sewage water quality, movement of aerial vehi-
cles, etc.

We are grateful to the Microsoft, India for being the Platinum sponsor and
Teradata, India for being the Silver sponsor of the conference. We thank the IEEE
Computer Society, Hyderabad Section and IEEE Computational Intelligence
Society, Hyderabad Section for technically sponsoring the conference. We thank
the Honorary Chair, Prof. Janusz Kacprzyk and general Chairs Prof. N.R. Pal, ISI
Calcutta, Kolkata and Prof. Kalyanmoy Deb for their encouragement and support.

We thank the steering committee for providing IDRBT an opportunity to host
the conference. We thank the local organizing committee at IDRBT which included
Dr. B.M. Mehtre, Dr. Rajarshi Pal, Dr. P. Syam Kumar, Prof. Atul Negi,
Dr. M. Naresh Kumar, G. Raghuraj, V. Belurgikar, P. Ratnakumar, S. Rashmi Dev,
K.V.R. Murty, K. Srinivas, the administration, estate division, accounts division,
library, publication division, housie keeping and security division for supporting
and ensuring the successful organization of the conference. We profusely thank
Dr. A.S. Ramasastri, Director, IDRBT for providing unflinching support to the
overall conduct of the conference right from the concept stage through the suc-
cessful organization without which it would not have been possible to conduct the
conference.

Last but not least, we are thankful to Dr. Thomas Ditzinger from Springer for
readily agreeing to publish the proceedings in the AISC series and also his team for
preparing the proceedings very carefully well within time for the conference.

December 2015 Vadlamani Ravi
Bijaya Ketan Panigrahi

Swagatam Das
Ponnudurai Nagaratnam Suganthan
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Tweet Sentiment Classification Using
an Ensemble of Machine Learning
Supervised Classifiers Employing
Statistical Feature Selection Methods

K. Lakshmi Devi, P. Subathra and P.N. Kumar

Abstract Twitter is considered to be the most powerful tool of information
dissemination among the micro-blogging websites. Everyday large user generated
contents are being posted in Twitter and determining the sentiment of these contents
can be useful to individuals, business companies, government organisations etc.
Many Machine Learning approaches are being investigated for years and there is no
consensus as to which method is most suitable for any particular application.
Recent research has revealed the potential of ensemble learners to provide improved
accuracy in sentiment classification. In this work, we conducted a performance
comparison of ensemble learners like Bagging and Boosting with the baseline
methods like Support Vector Machines, Naive Bayes and Maximum Entropy
classifiers. As against the traditional method of using Bag of Words for feature
selection, we have incorporated statistical methods of feature selection like Point
wise Mutual Information and Chi-square methods, which resulted in improved
accuracy. We performed the evaluation using Twitter dataset and the empirical
results revealed that ensemble methods provided more accurate results than baseline
classifiers.

Keywords Bagging ⋅ Boosting ⋅ Ensemble learners ⋅ Entropy ⋅ Naïve
bayes ⋅ Sentiment classification ⋅ SVM
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1 Introduction

Micro-blogging websites have become valuable source of information which varies
from personal expressions to public opinions. People post status messages about
their life, share opinions on their political and religious views, express support or
protest against social issues, discuss about products in market, education, enter-
tainment etc. Hence micro-blogging websites have become a powerful platform for
millions of users to express their opinion. Among all micro-blogging websites, the
most popular and powerful tool of information dissemination is Twitter launched in
October 2006, which allows users to post free format textual messages called
tweets. Owing to the free format of messages, users are relieved from concerning
about grammar and spelling of the language. Hence Twitter allows short and fast
posting of tweets where each tweet is of length 140 characters or less. These tweets
are indicative of views, attitudes and traits of users and therefore they are rich
sources of sentiments expressed by the people. Detecting those sentiments and
characterizing them are very important for the users and product manufacturers to
make informed decisions on products. Hence Twitter can be labeled as a powerful
marketing tool. Recently, there has been a shift from blogging to micro-blogging.
The reason for this shift is that micro-blogging provides faster mode of information
dissemination when compared to blogging. Since there is restriction on the number
of characters allowed, it reduces users’ time consumption and effort for content
generation. Another major difference is that the frequency of updates in micro
blogging is very high when compared to blogging due to shorter posts [1].

Sentiment classification of social media data can be performed using many
Machine Learning (ML) algorithms among which Support Vector Machine (SVM),
Naive Bayes (NB), Maximum Entropy (Maxent) are widely used. These baseline
methods use Bag Of Words (BOW) representation of words, where frequency of
each word is used as a ‘feature’ which is fed to the classifier. These models ignore
the word order but maintain the multiplicity. Ensemble techniques have gained
huge prominence in the Natural Language Processing (NLP) field and they have
been proved to provide improved accuracy. This is achieved by combining different
classifiers which are trained using different subsets of data, resulting into a network
of classifiers which can be further used to perform sentiment classification [2]. The
major limitation associated with ensemble learners is that the training time is very
huge since each of the classifiers must be individually trained. This increases the
computational complexity as the dimensionality of the data increases. Therefore,
the ensemble learning techniques are employed where the data has fewer number of
dimensions and also when maximum possible accuracy of classification is a
mandatory requirement [2].

In this work, we mainly focus on the sentiment classification of tweets using
ensemble learners like Bagging and Boosting and performed a comparative analysis
with base learners viz. SVM, NB and Maxent classifiers. We have employed
Twitter dataset in this work and the results demonstrate that the ensemble methods
outperformed baseline methods in terms of accuracy. We have adopted statistical

2 K.L. Devi et al.



feature selection methods like Point wise Mutual Information (PMI) and Chi-square
methods for selecting the most informative features which are then fed to the
classifier models. The rest of the paper is organized as follows: Sect. 2 discusses the
related work. Section 3 describes the proposed system, feature selection methods,
baseline methods and ensemble learners. Section 4 describes the implementation
details and experiments. The results and analysis is given in Sect. 5. The conclusion
and future enhancements of the paper are given in Sect. 6.

2 Related Work

Sentiment Analysis (SA) can be broadly classified into three: Sentence level SA,
Document level SA and Aspect level SA [3]. The document level SA considers a
single whole document as the fundamental unit assuming that the entire document
talks about a single topic. The sentence level SA can be considered as a slight
variation of document level SA where each sentence can be taken as a short
document [4]. Each sentence can be subjective or objective and SA is performed on
the subjective sentences to determine the polarity i.e., positive or negative. Aspect
level SA [5] is performed when we have to consider different aspects of an entity.
This is mostly applicable in the SA of product reviews, for example: “The battery
life of the phone is too low but the camera quality is good”. SA can be performed in
other levels of granularity like clause, phrase and word level depending on the
application under consideration. The sentiment classification approaches can be
divided into three

• Machine Learning (ML) approach
• Lexicon Based approach
• Hybrid approach.

2.1 Machine Learning (ML) Approach

In machine learning approach, different learning algorithms like NB, SVM, Maxent
etc., use linguistic features to perform the classification. The ML approaches can be
supervised, where a labeled set of training data is provided, or unsupervised which
is used where it is difficult to provide labeled training data. The unsupervised
approach builds a sentiment lexicon in an unsupervised way and then evaluates the
polarity of text using a function that involves positive, negative and neutral indi-
cators [6]. The major goal aim of a semi-supervised learning approach is to produce
more accurate results by using both labeled and unlabeled data [7]. Even though
there exist unsupervised and semi-supervised techniques for sentiment classifica-
tion, supervised techniques are considered to have more predictive power [6].
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2.2 Lexicon Based Approach

This approach is based on the already available pre compiled collection of senti-
ment terms which is called as ‘sentiment lexicon’. This approach aims at discov-
ering the opinion lexicon and is classified into two: the dictionary based approach
and corpus based approach. The dictionary-based approach works by considering
some seed words which is a predefined dictionary that contains positive and neg-
ative words for which the polarity is already known. A dictionary search is then
performed in order to pick up the synonyms and antonyms of these words and it
then adopts word frequency or other measures in order to score all the opinions in
the text data. The computational cost for performing automated sentiment analysis
is very low when the dictionary is completely predefined [8]. The corpus based
approach builds a seed list containing opinion words and uses semantics and
statistics to find other opinion words from a huge corpus in order to find opinion
words with respect to the underlying context [6].

2.3 Hybrid Approach

The third approach for performing sentiment classification is the hybrid approach
which is a combination of machine learning and lexicon based approach. The
hybrid methods have gained huge prominence in recent years. This approach aims
at attaining the best of both approaches i.e. robustness and readability from a
well-designed lexicon resource and improved accuracy from machine learning
algorithms. The main aim of these approaches is to classify the text according to
polarity with maximum attainable accuracy.

2.4 Ensemble Methods

Each of these approaches work well in different domains and there is no consensus
as to which approach performs well in a particular domain. So, in order to mitigate
these difficulties, ‘an ensemble of many classifiers’ can be adopted for achieving
much more accurate and promising results. Recent research has revealed the
potential of ensemble learners to provide improved accuracy in sentiment classi-
fication [9]. An ensemble should satisfy two important conditions: prediction
diversity and accuracy [6]. Ensemble learning comprises of state of the art tech-
niques like Bagging [10], Boosting [11] and Majority Voting [12]. Majority voting
is the most prominent ensemble technique used in which there exists a set of experts
which can classify a sentence and identify the polarity of the sentence by choosing
the majority label prediction. This results in improved accuracy; however, this
method does not address prediction diversity. Bagging and Boosting techniques are
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explicitly used to address the issue of prediction diversity. The bagging technique
works by random sampling with replacement of training data i.e. every training
subset drawn from the entire data (also called as bag) is provided to different
baseline methods of learner of the same kind [9]. These randomly drawn subsets are
known as bootstrapped replicas of entire training data. Boosting techniques gen-
erally constructs an ensemble incrementally in which a new model is trained with
an emphasis on the instances which were misclassified by the previous models [10].

3 Proposed Work

In this paper, we have implemented Sentiment multi-class Classification of twitter
dataset using Ensemble methods viz. Bagging and Boosting. A comparative anal-
ysis with baseline methods SVM, NB and Maxent has been done and their per-
formance evaluated using evaluation metrics accuracy, precision, recall and
f-measure. We have also employed statistical feature selection methods like PMI
and Chi-square to generate n most informative features. The proposed system
consists of:

• Tweet pre-processing.
• Feature selection using Statistical methods like PMI and Chi-square.
• Multi class Sentiment Classification into positive, negative and neutral.
• Performance Evaluation.

The system architecture is given in Fig. 1.

3.1 Tweet Pre-processing

Since Twitter allows free format of messages, people generally do not care about
grammar and spelling. Hence the dataset must be pre-processed before it can be
used for sentiment classification. The pre-processing steps include:

• Tokenizing.
• Removing non-English tweets, URLs, target (denoted using @), special char-

acters and punctuations from hash tags (a hash tag is also called as summarizer
of a tweet), numbers and stop words.

• Replacing negative mentions (words that end with ‘nt’ are replaced with ‘not’),
sequence of repeated characters (For example, ‘woooooww’ is replaced by
‘woooww’).
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3.2 Feature Selection

Feature selection methods treat each sentence/document as a BOW or as a string
that maintains the sequence of the words that constitute the sentence/document.
BOW which is known for its simplicity is widely used by baseline methods for

Fig. 1 Architecture diagram of sentiment multi-class classification
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sentiment classification which often adopts stop word elimination, stemming etc.
for feature selection. The feature selection methods can be broadly classified into
two:

• Lexicon based: This method incrementally builds large lexicon using a set of
‘seed words’ and gradually bootstrapping the set by identifying synonyms and
incorporating available online resources. The main limitation associated with
this approach is that this method needs human annotation.

• Statistical method: This approach is fully automatic and they are widely adopted
in sentiment analysis. We have employed two statistical methods of feature
selection in this work.

3.3 Point Wise Mutual Information (PMI)

The mutual information measure indicates how much information one particular
word provides about the other. In text classification, this method can be used to
model the mutual information between the features selected from the text and the
classes. The PMI between a given word w and a class c can be defined as the level
or degree of co-occurrence between the given word w and the class c. The mutual
information is defined as the proportion of expected co-occurrence of class c and
word w based on mutual independence and the true co-occurrence which is given in
the equation below:

M wð Þ= log
F wð Þ ⋅ pi wð Þ
F wð Þ ⋅ pi

� �
= log

pi wð Þ
pi

� �
ð1Þ

The value indicates how much a particular feature has influence on a class c. If
the value is greater than zero, the word w is said to have positive correlation with
class c and has negative correlation when the value is less than zero.

3.4 Chi-square Method

This method computes a score in order to determine whether a feature and a class
are independent. This particular test is a statistic which determines the degree or the
extent to which these two are independent. This method makes an initial
assumption that the class and the feature are independent and then computes score;
with large value indicating they are dependent. Let the number of given documents
be denoted as n, pi wð Þ indicates the conditional probability of class i for the given
documents which have word w, Pi and F(w) are the global fraction of documents
that has class i and word w respectively. The chi-square statistic of the word
between w and class i is given as
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Mχ2i =
n.FðwÞ2 ⋅ pi wð Þ−Pið Þ2

F wð Þ ⋅ 1− F wð Þð Þ ⋅ Pi ⋅ 1−Pið Þ ð2Þ

χ2i is considered to be better than PMI because χ2i value is normalized and
therefore are more comparable across terms in the same type [13].

3.5 Multi-class Sentiment Classification

3.5.1 Naive Bayes Classifier

The NB classifier is a simple and commonly used probabilistic classifier for text.
This model calculates the posterior probability of a class by making use of word
distribution in the given document. This is one of the baseline methods which uses
BOW representation that ignores word order. The Bayes theorem is used in order to
predict the probability that a given feature belongs to a particular label which is
denoted using the equation below:

P labeljfeaturesð Þ= P labelð Þ*P featuresjlabelð Þ
P featuresð Þ ð3Þ

P labelð Þ is the prior probability of the label, P featuresjlabelð Þ is the prior
probability that a given feature set is being classified as a label. P featuresð Þ is the
prior probability that a given feature. Using the naive property which assumes that
all features are independent, the above stated equation can be rewritten as below:

P labeljfeaturesð Þ= P labelð Þ*P f1jlabelð Þ*⋯*P fnjlabelð Þ
P featuresð Þ ð4Þ

3.5.2 Maximum Entropy Classifier

The Maxent classifier which is also called as conditional exponential classifier is a
probabilistic classifier that employs encoding in order to convert feature sets which
are labeled into vector representation. The resultant encoded vector is used for
computing weights for every feature which are subsequently combined to identify
the most probable label for the given feature set. The model uses x weights as
parameters which combine to form joint features generated using encoding func-
tion. The probability of every label is calculated using the equation below:

P fsjlabelð Þ= dotprod weights, encode fs, labelð Þð Þ
sum dotprod weights, encode fs, lð Þð Þfor l in labelsð Þ ð5Þ
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3.5.3 Support Vector Machine

SVM is a linear classifier which is best suited for text data because text data is
sparse in most cases. However they tend to correlate with each other and are mostly
organized into ‘linearly separable categories’. SVM maps the data to an inner
product space in a non-linear manner thus building a ‘nonlinear decision surface’ in
the real feature space. The hyper plane separates the classes linearly.

3.5.4 Ensemble Learners

Ensemble Learners came into existence with the realization that each of the
machine learning approaches performs differently on different applications and
there is no conformity on which approach is optimal for any given application. This
uncertainty has led to the proposal of ensemble learners which exploit the capa-
bilities and functionalities of different learners for determining the polarity of text.
Each of the classifiers which are combined are considered to be independent and
equally reliable. This assumption leads to biased decisions and this is considered to
be a limitation which is to be addressed. The computational complexity associated
with big data is very huge and the conventional state of the art approaches focus
only on accuracy. Moreover, these approaches performed well on formal texts as
well on noisy data. The major highlight of this paper is to evaluate the performance
of ensemble learners in short and informal text such as tweets. We have imple-
mented two ‘instance partitioning methods’ like Bagging and Boosting.

3.5.5 Bagging

Bagging also known as bootstrap aggregating [8] is one of the traditional ensemble
techniques which is known for its simplicity and improved performance. This
technique achieves diversity using bootstrapped replicas of training data [8] and
each replica is used to train different base learners of same kind. The method of
combination of different base learners is called as Majority Vote which can lessen
variance when combined with baseline methods. Bagging is often employed in the
cases where the dataset size is limited. The samples drawn are mostly of huge size
in order to ensure the availability of sufficient instances in each sample. This causes
significant overlapping of instances which can be avoided using an ‘unstable base
learner’ that can attain varied decision boundaries [11].

3.5.6 Boosting

This technique applies weighting to the instances sequentially thereby creating
different base learners and the misclassifications of the previous classifier is fed to
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the next sequential base classifier with higher weights than the previous round. The
main aim of Boosting is to provide a base learner with modified data subsets
repeatedly which results in a sequence of base learners. The algorithm begins by
initializing all instances with uniform weights and then applying these weighted
instances to the base learners in each iteration. The error value is calculated and all
the misclassified instances and correctly classified instances are assigned higher and
lower weights respectively. The final model will be a linear combination of the base
learners in each iteration [9]. Boosting is mainly based on weak classifiers and we
have employed AdaBoost, which works by calling a weak classifier several times.

4 Experiments

We have implemented this work in R platform. After the pre-processing steps, two
feature selection methods viz. PMI and Chi-square were adopted and the most
informative features were chosen. The Chi-square method seemed to produce better
results than PMI because of the normalization scheme adopted in Chi-square
method. Hence we chose Chi-square method as the feature selection strategy in this
work and the features generated were fed to the classifiers. The experimental
evaluation consists of three phases:

1. The supervised classifiers were trained using most informative features selected
using PMI and Chi-square method.

2. Implementations of the state of the art methodologies like baseline methods viz.
NB, SVM and Maxent and also ensemble learners like Bagging and Boosting.

3. Performance evaluation using 10 fold cross validation and calculation of pre-
cision, recall, f-measure and accuracy. The dataset was divided into ten equal
sized subsets from which nine of them constituted training set and remaining
one constituted the test set. This process iterated ten times so that every subset
became test set once and the average accuracy is computed.

4.1 Baseline and Ensemble Methods

The baseline methods such as NB, SVM and Maxent were investigated and
accuracy, precision, recall and f-measure of each of these models were calculated.
We have employed 10-fold cross validation for evaluation. The results were
compared with ensemble methods such as Bagging and Boosting.
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4.2 Dataset

In this work, we have used the twitter dataset provided in SemEval 2013, Task 9
[14]. This dataset consists of tweet ids which are manually annotated with positive,
negative and neutral labels. The training set contains 9635 tweets and the testing set
contains 3005 tweets.

5 Results and Analysis

Figure 2 demonstrates the performance evaluation of baseline methods and
ensemble methods using the evaluation metrics like precision, recall, f-measure and
accuracy. The graph depicts the values of precision, recall, f-measure and accuracy
for each of the positive, negative and neutral classes. The accuracy of sentiment
multi class classification that include a neutral class using BOW approaches has not
gone beyond 60 % in most cases [15]. The results demonstrate that the ensemble

Fig. 2 Performance comparison of baseline methods (NB, SVM and MAXENT) and ensemble
learners (bagging and boosting) using precision (P), recall (R), f-measure (F) and accuracy
(ACC) for each of the three classes: positive, negative and neutral

Fig. 3 Performance comparison of PMI and Chi-square feature selection methods for different
number of features
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methods like Bagging and Boosting has achieved significant performance
improvement when compared to SVM, NB and Maxent classifiers.

Figure 3 demonstrates the comparison of PMI and Chi-square methods based on
accuracy for each of the baseline classifiers and ensemble learners. The results
demonstrate that Chi-square method provided improved accuracy than PMI.

6 Conclusion

Micro-blogging websites have become very popular and have fuelled significance
of sentiment classification. In this work, we evaluated popular and widely used
ensemble learners (Bagging and Boosting) for use in tweet sentiment classification
into three classes: positive, negative and neutral. The Twitter dataset was used to
perform the sentiment classification and the empirical results showed the effec-
tiveness of the above stated Ensemble Learners by comparing with the baseline
methods like NB, SVM and Maxent classifiers. The Ensemble Learners tend to
produce improved accuracy than the baseline methods. We also incorporated sta-
tistical feature selection methods like PMI and chi-square for extracting most
informative features instead of using traditional BOW features.

The future directions for this work include: bigger datasets must be used for
validating the results obtained in our work because of the imbalanced nature of
Twitter datasets. The high computational complexity and running time of
the Ensemble Learners need to be tackled by using parallel computing. In addition,
the knowledge learnt by the Ensemble techniques are often difficult to interpret by
the humans and hence suitable methods must be incorporated in order to improve
the interpretability.
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Multiple Fuzzy Correlated Pattern
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Abstract Rare item problem in association rule mining was solved by assigning
multiple minimum supports for each item. In the same way rare item problem in
correlated pattern mining with all-confidence as interesting measure was solved by
assigning multiple minimum all-confidences for each items. In this paper multiple
fuzzy correlated pattern tree (MFCP tree) for correlated pattern mining using
quantitative transactions is proposed by assigning multiple item all-confidence
(MIAC) value for each fuzzy items. As multiple fuzzy regions of a single item are
considered, time taken for generating correlated patterns also increases. Difference
in Scalar cardinality count for each fuzzy region is considered in calculating MIAC
for fuzzy regions. The proposed approach first constructs a multiple frequent cor-
related pattern tree (MFCP) using MIAC values and generates correlated patterns
using MFCP mining algorithm. Each node in MFCP tree serves as a linked list that
stores fuzzy items membership value and the super—itemsets membership values
of the same path. The outcome of experiments shows that the MFCP mining
algorithm efficiently identifies rare patterns that are hidden in multiple fuzzy fre-
quent pattern (MFFP) tree mining technique.
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1 Introduction

Data mining techniques have played an imperative role in deriving interesting
patterns from a wide range of data [1]. Different mining approaches are divided
based on the required necessity of knowledge like association rules [2, 3], classi-
fication rules [4] and clustering [5]. Most of the algorithms in association rule
mining use level by level approach to generate and test candidate itemsets. One
such algorithm is Apriori, which requires high computation cost for rescanning the
whole database iteratively. To overcome the above drawback Han et al. [6] pro-
posed the frequent pattern tree (FP Tree) approach which requires only two scans
for processing the entire database and mining frequent patterns. The FP tree rep-
resents tree structure of a database which contains only the frequent items.

Fuzzy set theory [7] has been progressively used in intelligent systems for its
easiness. Fuzzy learning algorithms for generating membership functions and
inducing rules for a given dataset are proposed [8, 9, 10] and used in specific
domains. In real world the transaction data mostly consists of quantifiable value.
Hong et al. [6, 9] proposed a fuzzy mining algorithm for mining fuzzy association
rules from quantitative data. Papadimitriou et al. [11] proposed an approach to mine
fuzzy association rules based on FP trees. To mine frequent items from quantitative
values, fuzzy mining has been proposed to derive the fuzzy rules using fuzzy
FP-trees [12, 13, 14].

A correlation between two items becomes the key factor in detecting associa-
tions among items in market basket database. Correlated pattern mining was first
introduced by Brin et al. [15] using contingency table that evaluates the relationship
of two items. Many interesting measures like All-Confidence, Coherence and
Cosine has been used in correlated pattern mining [16]. All confidence [17, 18]
measure is used for mining interestingness of a pattern, which satisfies both
anti-monotonic and null invariance properties. The above measure at higher
threshold invokes rare item problem. Rare item problem in association rule mining
was solved using multiple minimum supports by Liu et al. [19]. In the same way
rare item problem in correlated pattern mining with all-confidence as interesting
measure was solved using multiple minimum all-confidences by Rage et al. [20].
Fuzzy Correlated rule mining was first proposed by Lin et al. [21] using fuzzy
correlation coefficient as the interesting measure.

Taking support and confidence as the only interesting measure would not pro-
duce rare correlated patterns. As fuzzy frequent and rare itemsets are mined by
assigning multiple minimum supports to each fuzzy region, fuzzy correlated fre-
quent and rare patterns are mined by assigning multiple item All-confidence values
to each fuzzy regions. In this paper, a correlated pattern tree structure called mul-
tiple fuzzy correlated pattern tree (MFCP) is designed to mine frequent correlated
patterns using Multiple Item all-confidence (MIAC). The proposed approach first
constructs a MFCP tree using MIAC values and generates correlated patterns using
MFCP mining algorithm. The amount of patterns generated is compared with the
amount of patterns mined in multiple fuzzy frequent pattern rule mining algorithm.
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1.1 Fuzzy FP-Tree Algorithm

Frequent pattern mining is one of the most significant research issues in data
mining. Mining association rules was first given by Agarwal et al. [3] in the form of
Apriori algorithm. The main drawback of the algorithm was repeated scanning of
the database which proved to be too costly. To overcome the above problem Han
et al. [22] introduced frequent pattern (FP) growth algorithm. FP growth algorithm
uses a compressed data structure, called frequent pattern tree (FP-tree) which retains
the quantitative information about frequent items. Frequent 1 itemsets will have
nodes in the tree. The order of arrangement of tree nodes is that the more frequent
nodes have better likelihood of sharing nodes when compared to less frequent
nodes. FP-tree based pattern growth mining moves from frequent 1 itemset, scans
the conditional pattern base, creates the conditional FP-tree and executes recursive
mining till all its frequent itemset are scanned. Fuzzy FP Growth works in a same
manner of FP-tree, with each node corresponding to a 1-itemset has a fuzzy
membership function. The membership function for each 1-itemset is retrieved from
the fuzzy dataset and the sum of all membership function values for the 1-itemset is
its support. The support for a k-itemset (where k = 2) is calculated from the nodes
corresponding to the itemset by using a suitable t-norm (Table 1).

Hong et al. [23] proposed mining fuzzy association rules using Aprioritid
algorithm for quantitative transactions. Papadimitriou and Mavroudi [11] proposed
an algorithm for mining fuzzy association rules based on FP trees. In their approach
only local frequent 1-itemsets in each transaction were used for rule mining which
was very primitive. Lin et al. [13] introduced a new fuzzy FP tree structure for
mining quantitative data. In that approach the FP tree structure was huge as two
transactions with identical fuzzy regions but different orders were put into two
diverse paths. To overcome the above drawback Lin et al. [14] devised a com-
pressed fuzzy frequent pattern tree. Here the items in the transactions, used for
constructing the compressed fuzzy FP (CFFP) tree were sorted based on their
occurrence frequencies. The above methodologies used only linguistic terms with
maximum cardinality for mining process, making the number of fuzzy regions equal
to the number of given items thus reducing the processing time.

1.2 Multiple Fuzzy FP-Tree Algorithm

Hong et al. [12] introduced a multiple fuzzy frequent pattern (MFFP) tree algorithm
for deriving complete fuzzy frequent itemsets. Here a single itemset would have

Table 1 t-norms in fuzzy
sets

t− norm

TM x, yð Þ=minðx, yÞ
TP x, yð Þ= xy

TW x, yð Þ=maxðx+ y− 1, 0Þ
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more than one fuzzy region which enables it to derive more fuzzy association rules
than the previous models. A compressed multiple fuzzy frequent pattern tree
(CMFFP) algorithm was proposed by Jerry Chun et al. [24]. This approach was an
extension work of CFFP tree. CMFFP algorithm constructs tree structure similar to
that of CFFP tree to store multiple fuzzy frequent itemsets for the subsequent
mining process and each node contains additional array to keep track of the
membership values of its prefix path. Hence the algorithm is efficiently designed for
completely mine all the fuzzy frequent item sets.

Notation
n Number of transactions in D
m Number of items in D
Di The ith transaction datum, i=1to n.
Ij The jth item, j=1 to m.
Vj
i The quantity of an item Ij in. t ith transaction

Rjk The K th fuzzy region of item Ij.
fjl

(i) Vi
j ’s fuzzy membership value in the region Rjl

Sumjl The count of fuzzy region Rjl in D
max Sumjl The maximum count value of the fuzzy region Rjl in D

2 The Multiple Fuzzy Correlated Pattern Tree
Construction Algorithm

Input: A body of n quantitative transaction data, a set of membership functions, a
minimum all confidence threshold minAllconf and MIAC (Minimum item all
confidence) values for all frequent fuzzy regions.

Output: A multiple fuzzy correlated pattern tree (MFCP tree).

Step 1 Transform the quantitative value Vi
j of each transaction datum

Di, i= 1to n for each item Ij, j=1to m, into a fuzzy set f ðiÞj represented as
f ðiÞj1

Rj1
+

f ðiÞj2

Rj2
+⋯+

f ið Þ
jp

Rjp

� �
using the membership functions, where Rjk is the

Kth fuzzy region of item Ij, V
ðiÞ
j is the quantity of item Ij in ith transaction,

f ðiÞjl is V ið Þ
j ’s fuzzy membership value in region Rjl and p is the number of

fuzzy regions for Ij.
Step 2 Calculate the sum of membership (scalar cardinality) values of each fuzzy

region Rjl in the transaction data as

Sumjl = ∑
n

i=1
fijl ð1Þ

18 R. Anuradha et al.


