
“Data Mining for Business Analytics: Concepts, Techniques, and Applications with JMP Pro® hits the ‘sweet spot’ in terms
of balancing the technical and applied aspects of data mining.  The content and technical level of the book work
beautifully for a variety of students ranging from undergraduates to MBAs to those in applied graduate programs.”
— Allison Jones-Farmer, Van Andel Professor of Business Analytics & Director of the Center for Analytics and Data Science,
Department of Information Systems & Analytics, Farmer School of Business, Miami University

Data Mining for Business Analytics: Concepts, Techniques, and Applications with JMP Pro® presents an 
applied and interactive approach to data mining. 

Featuring hands-on applications with JMP Pro®, a statistical package from the SAS Institute, the book 
uses engaging, real-world examples to build a theoretical and practical understanding of key data 
mining methods, especially predictive models for classification and prediction. Topics include data 
visualization, dimension reduction techniques, clustering, linear and logistic regression, classification 
and regression trees, discriminant analysis, naive Bayes, neural networks, uplift modeling, ensemble 
models, and time series forecasting.

Data Mining for Business Analytics: Concepts, Techniques, and Applications with JMP Pro® also includes:

Detailed summaries that supply an outline of key topics at the beginning of each chapter
End-of-chapter examples and exercises that allow readers to expand their comprehension of the
presented material
Data-rich case studies to illustrate various applications of data mining techniques
A companion website with over two dozen data sets, exercises and case study solutions, and slides
for instructors 

Data Mining for Business Analytics: Concepts, Techniques, and Applications with JMP Pro® is an excellent
textbook for advanced undergraduate and graduate-level courses on data mining, predictive
analytics, and business analytics. The book is also a one-of-a-kind resource for data scientists, analysts,
researchers, and practitioners working with analytics in the fields of management, finance, marketing,
information technology, healthcare, education, and any other data-rich field.

Galit Shmueli, PhD, is Distinguished Professor at National Tsing Hua University’s Institute of
Service Science. She has designed and instructed data mining courses since 2004 at University
of Maryland, Statistics.com, Indian School of Business, and National Tsing Hua University, Taiwan.
Professor Shmueli is known for her research and teaching in business analytics, with a focus on
statistical and data mining methods in information systems and healthcare. She has authored
over 70 journal articles, books, textbooks, and book chapters, including Data Mining for Business
Analytics: Concepts, Techniques, and Applications with XLMiner®, Third Edition, also published by Wiley.

Peter C. Bruce is President and Founder of the Institute for Statistics Education at www.statistics.com
He has written multiple journal articles and is the developer of Resampling Stats software. He is the 
author of Introductory Statistics and Analytics: A Resampling Perspective and co-author of Data Mining
for Business Analytics: Concepts, Techniques, and Applications with XLMiner ®, Third Edition, both published 
by Wiley.

Mia Stephens is Academic Ambassador at JMP®, a division of SAS Institute. Prior to joining SAS, she 
was an adjunct professor of statistics at the University of New Hampshire and a founding member 
of the North Haven Group LLC, a statistical training and consulting company. She is the co-author of 
three other books, including Visual Six Sigma: Making Data Analysis Lean, Second Edition, also published 
by Wiley.

Nitin R. Patel, PhD, is Chairman and cofounder of Cytel, Inc., based in Cambridge, Massachusetts. A 
Fellow of the American Statistical Association, Dr. Patel has also served as a Visiting Professor at the 
Massachusetts Institute of Technology and at Harvard University. He is a Fellow of the Computer Society 
of India and was a professor at the Indian Institute of Management, Ahmedabad, for 15 years. He is 
co-author of Data Mining for Business Analytics: Concepts, Techniques, and Applications with XLMiner®, 
Third Edition, also published by Wiley.

DATA M
IN

IN
G FOR BU

SIN
ESS AN

ALYTICS
Shm

ueli • B
ruce

Stephens • Patel

Book Trim Size 7.1875 + 10.25 inches PPC

0.625 inches

Subscribe to our free Statistics 
eNewsletter at wiley.com/enewsletter

1 inches

www.wiley.com/statistics

0.
62

5 
in

ch
es

0.
62

5 
in

ch
es

0.625 inches

www.jmp.com/dataminingbook

 

 
 

 

 
 

 
 

 
 
 
 

  
 
 
 
 
 

DATA MINING FOR 
BUSINESS ANALYTICS
 

Galit Shmueli • Peter C. Bruce • Mia L. Stephens • Nitin R. Patel 

CONCEPTS, TECHNIQUES, AND APPLICATIONS WITH JMP PRO® 



ShmueliV2 Date: April 21, 2016 Time: 1:54 pm



ShmueliV2 Date: April 21, 2016 Time: 1:54 pm

DATA MINING FOR
BUSINESS ANALYTICS



ShmueliV2 Date: April 21, 2016 Time: 1:54 pm



ShmueliV2 Date: April 21, 2016 Time: 1:54 pm

DATA MINING FOR
BUSINESS ANALYTICS

Concepts, Techniques, and
Applications with JMP Pro®

GALIT SHMUELI

PETER C. BRUCE

MIA L. STEPHENS

NITIN R. PATEL



ShmueliV2 Date: April 21, 2016 Time: 1:54 pm

Copyright 2017 by John Wiley & Sons, Inc. All rights reserved

Published by John Wiley & Sons, Inc., Hoboken, New Jersey.
Published simultaneously in Canada.

No part of this publication may be reproduced, stored in a retrieval system, or transmitted in any form or by any
means, electronic, mechanical, photocopying, recording, scanning, or otherwise, except as permitted under
Section 107 or 108 of the 1976 United States Copyright Act, without either the prior written permission of the
Publisher, or authorization through payment of the appropriate per-copy fee to the Copyright Clearance Center,
Inc., 222 Rosewood Drive, Danvers, MA 01923, (978) 750-8400, fax (978) 750-4470, or on the web at
www.copyright.com. Requests to the Publisher for permission should be addressed to the Permissions
Department, John Wiley & Sons, Inc., 111 River Street, Hoboken, NJ 07030, (201) 748-6011, fax (201)
748-6008, or online at http://www.wiley.com/go/permission.

Limit of Liability/Disclaimer of Warranty: While the publisher and author have used their best efforts in
preparing this book, they make no representations or warranties with respect to the accuracy or completeness of
the contents of this book and specifically disclaim any implied warranties of merchantability or fitness for a
particular purpose. No warranty may be created or extended by sales representatives or written sales materials.
The advice and strategies contained herein may not be suitable for your situation. You should consult with a
professional where appropriate. Neither the publisher nor author shall be liable for any loss of profit or any other
commercial damages, including but not limited to special, incidental, consequential, or other damages.

For general information on our other products and services or for technical support, please contact our Customer
Care Department within the United States at (800) 762-2974, outside the United States at (317) 572-3993 or fax
(317) 572-4002.

Wiley also publishes its books in a variety of electronic formats. Some content that appears in print may not be
available in electronic formats. For more information about Wiley products, visit our web site at
www.wiley.com.

Library of Congress Cataloging-in-Publication Data:

Names: Shmueli, Galit, 1971- author. | Bruce, Peter C., 1953- author. |
Stephens, Mia L., author. | Patel, Nitin R. (Nitin Ratilal), author.

Title: Data mining for business analytics : concepts, techniques, and
applications with JMP Pro / Galit Shmueli, Peter C. Bruce, Mia L. Stephens,
Nitin R. Patel.

Description: Hoboken, New Jersey : John Wiley & Sons, 2017. | Includes index.
Identifiers: LCCN 2015048305| ISBN 9781118877432 (cloth) | ISBN 9781118877524

(epub)
Subjects: LCSH: Business mathematics–Computer programs. | Business–Data

processing. | JMP (Computer file) | Data mining.
Classification: LCC HF5691 .S43245 2016 | DDC 006.3/12–dc23 LC record available at http://lccn.loc.

gov/2015048305

Printed in the United States of America

10 9 8 7 6 5 4 3 2 1

http://www.wiley.com/go/permission
http://lccn.loc.gov/2015048305
http://lccn.loc.gov/2015048305
http://www.copyright.com
http://www.wiley.com


ShmueliV2 Date: April 21, 2016 Time: 1:54 pm

To our families

Boaz and Noa
Liz, Lisa, and Allison

Michael, Madi, Olivia, and in memory of E.C. Jr.
Tehmi, Arjun, and in memory of Aneesh



ShmueliV2 Date: April 21, 2016 Time: 1:54 pm



ShmueliV2 Date: April 12, 2016 Time: 3:25 pm

CONTENTS

FOREWORD xvii

PREFACE xix

ACKNOWLEDGMENTS xxi

PART I PRELIMINARIES

1 Introduction 3

1.1 What Is Business Analytics? 3
Who Uses Predictive Analytics? 4

1.2 What Is Data Mining? 5
1.3 Data Mining and Related Terms 5
1.4 Big Data 6
1.5 Data Science 7
1.6 Why Are There So Many Different Methods? 7
1.7 Terminology and Notation 8
1.8 Roadmap to This Book 10

Order of Topics 11
Using JMP Pro, Statistical Discovery Software from SAS 11

2 Overview of the Data Mining Process 14

2.1 Introduction 14
2.2 Core Ideas in Data Mining 15

Classification 15
Prediction 15
Association Rules and Recommendation Systems 15

vii



ShmueliV2 Date: April 12, 2016 Time: 3:25 pm

viii CONTENTS

Predictive Analytics 16
Data Reduction and Dimension Reduction 16
Data Exploration and Visualization 16
Supervised and Unsupervised Learning 16

2.3 The Steps in Data Mining 17
2.4 Preliminary Steps 19

Organization of Datasets 19
Sampling from a Database 19
Oversampling Rare Events in Classification Tasks 19
Preprocessing and Cleaning the Data 20

Changing Modeling Types in JMP 20
Standardizing Data in JMP 25

2.5 Predictive Power and Overfitting 25
Creation and Use of Data Partitions 25

Partitioning Data for Crossvalidation in JMP Pro 27
Overfitting 27

2.6 Building a Predictive Model with JMP Pro 29
Predicting Home Values in a Boston Neighborhood 29
Modeling Process 30

Setting the Random Seed in JMP 34
2.7 Using JMP Pro for Data Mining 38
2.8 Automating Data Mining Solutions 40

DataMining Software Tools: the State of theMarket byHerb Edelstein 41
Problems 44

PART II DATA EXPLORATION AND DIMENSION REDUCTION

3 Data Visualization 51

3.1 Uses of Data Visualization 51
3.2 Data Examples 52

Example 1: Boston Housing Data 53
Example 2: Ridership on Amtrak Trains 53

3.3 Basic Charts: Bar Charts, Line Graphs, and Scatterplots 54
Using The JMP Graph Builder 54

Distribution Plots: Boxplots and Histograms 56
Tools for Data Visualization in JMP 59

Heatmaps (Color Maps and Cell Plots): Visualizing Correlations
and Missing Values 59

3.4 Multidimensional Visualization 61
Adding Variables: Color, Size, Shape, Multiple Panels, and

Manipulations: Rescaling, Aggregation and Hierarchies, Zooming,
Animation 62

Filtering 65
Reference: Trend Lines and Labels 68
Adding Trendlines in the Graph Builder 69
Scaling Up: Large Datasets 70



ShmueliV2 Date: April 12, 2016 Time: 3:25 pm

ixCONTENTS

Multivariate Plot: Parallel Coordinates Plot 71
Interactive Visualization 72

3.5 Specialized Visualizations 73
Visualizing Networked Data 74
Visualizing Hierarchical Data: More on Treemaps 75
Visualizing Geographical Data: Maps 76

3.6 Summary of Major Visualizations and Operations, According to Data
Mining Goal 77

Prediction 77
Classification 78
Time Series Forecasting 78
Unsupervised Learning 79

Problems 79

4 Dimension Reduction 81

4.1 Introduction 81
4.2 Curse of Dimensionality 82
4.3 Practical Considerations 82

Example 1: House Prices in Boston 82
4.4 Data Summaries 83

Summary Statistics 83
Tabulating Data (Pivot Tables) 85

4.5 Correlation Analysis 87
4.6 Reducing the Number of Categories in Categorical Variables 87
4.7 Converting a Categorical Variable to a Continuous Variable 90
4.8 Principal Components Analysis 90

Example 2: Breakfast Cereals 91
Principal Components 95
Normalizing the Data 97
Using Principal Components for Classification and Prediction 100

4.9 Dimension Reduction Using Regression Models 100
4.10 Dimension Reduction Using Classification and Regression Trees 100

Problems 101

PART III PERFORMANCE EVALUATION

5 Evaluating Predictive Performance 105

5.1 Introduction 105
5.2 Evaluating Predictive Performance 106

Benchmark: The Average 106
Prediction Accuracy Measures 107
Comparing Training and Validation Performance 108

5.3 Judging Classifier Performance 109
Benchmark: The Naive Rule 109
Class Separation 109
The Classification Matrix 109



ShmueliV2 Date: April 12, 2016 Time: 3:25 pm

x CONTENTS

Using the Validation Data 111
Accuracy Measures 111
Propensities and Cutoff for Classification 112

Cutoff Values for Triage 112
Changing the Cutoff Values for a Confussion Matrix in JMP 114

Performance in Unequal Importance of Classes 115
False-Positive and False-Negative Rates 116

Asymmetric Misclassification Costs 116
Asymmetric Misclassification Costs in JMP 119

Generalization to More Than Two Classes 120
5.4 Judging Ranking Performance 120

Lift Curves 120
Beyond Two Classes 122
Lift Curves Incorporating Costs and Benefits 122

5.5 Oversampling 123

Evaluating Model Performance Using a Nonoversampled

Evaluating Model Performance If Only Oversampled Validation

Oversampling the Training Set 126
Stratified Sampling and Oversampling in JMP 126

Validation Set 126

Set Exists 127
Applying Sampling Weights in JMP 128

Problems 129

PART IV PREDICTION AND CLASSIFICATION METHODS

6 Multiple Linear Regression 133

6.1 Introduction 133
6.2 Explanatory versus Predictive Modeling 134
6.3 Estimating the Regression Equation and Prediction 135

Example: Predicting the Price of Used Toyota Corolla
Automobiles 136

Coding of Categorical Variables in Regression 138
Additional Options for Regression Models in JMP 140

6.4 Variable Selection in Linear Regression 141
Reducing the Number of Predictors 141
How to Reduce the Number of Predictors 142
Manual Variable Selection 142
Automated Variable Selection 142

Coding of Categorical Variables in Stepwise Regression 143
Working with the All Possible Models Output 145
When Using a Stopping Algorithm in JMP 147
Other Regression Procedures in JMP Pro—Generalized
Regression 149

Problems 150



ShmueliV2 Date: April 12, 2016 Time: 3:25 pm

xiCONTENTS

7 k-Nearest Neighbors (k-NN) 155

7.1 The 𝑘-NN Classifier (Categorical Outcome) 155
Determining Neighbors 155
Classification Rule 156
Example: Riding Mowers 156
Choosing 𝑘 157

𝑘 Nearest Neighbors in JMP Pro 158
The Cutoff Value for Classification 159

𝑘-NN Predictions and Prediction Formulas in JMP Pro 161
𝑘-NN with More Than Two Classes 161

7.2 𝑘-NN for a Numerical Response 161
Pandora 161

7.3 Advantages and Shortcomings of 𝑘-NN Algorithms 163
Problems 164

8 The Naive Bayes Classifier 167

8.1 Introduction 167
Naive Bayes Method 167
Cutoff Probability Method 168
Conditional Probability 168
Example 1: Predicting Fraudulent Financial Reporting 168

8.2 Applying the Full (Exact) Bayesian Classifier 169
Using the ‘‘Assign to the Most Probable Class’’ Method 169
Using the Cutoff Probability Method 169
Practical Difficulty with the Complete (Exact) Bayes Procedure 170
Solution: Naive Bayes 170
Example 2: Predicting Fraudulent Financial Reports, Two
Predictors 172

Using the JMP Naive Bayes Add-in 174
Example 3: Predicting Delayed Flights 174

8.3 Advantages and Shortcomings of the Naive Bayes Classifier 179
Spam Filtering 179

Problems 180

9 Classification and Regression Trees 183

9.1 Introduction 183
9.2 Classification Trees 184

Recursive Partitioning 184
Example 1: Riding Mowers 185
Categorical Predictors 186

9.3 Growing a Tree 187
Growing a Tree Example 187
Classifying a New Observation 188

Fitting Classification Trees in JMP Pro 191
Growing a Tree with CART 192



ShmueliV2 Date: April 12, 2016 Time: 3:25 pm

xii CONTENTS

9.4 Evaluating the Performance of a Classification Tree 192
Example 2: Acceptance of Personal Loan 192

9.5 Avoiding Overfitting 193
Stopping Tree Growth: CHAID 194
Growing a Full Tree and Pruning It Back 194
How JMP Limits Tree Size 196

9.6 Classification Rules from Trees 196
9.7 Classification Trees for More Than Two Classes 198
9.8 Regression Trees 199

Prediction 199
Evaluating Performance 200

9.9 Advantages and Weaknesses of a Tree 200
9.10 Improving Prediction: Multiple Trees 204

Fitting Ensemble Tree Models in JMP Pro 206
9.11 CART and Measures of Impurity 207

Problems 207

10 Logistic Regression 211

10.1 Introduction 211
Logistic Regression and Consumer Choice Theory 212

10.2 The Logistic Regression Model 213
Example: Acceptance of Personal Loan (Universal Bank) 214

Indicator (Dummy) Variables in JMP 216
Model with a Single Predictor 216

Fitting One Predictor Logistic Models in JMP 218
Estimating the Logistic Model from Data: Multiple Predictors 218

Fitting Logistic Models in JMP with More Than One Predictor 221
10.3 Evaluating Classification Performance 221

Variable Selection 222
10.4 Example of Complete Analysis: Predicting Delayed Flights 223

Data Preprocessing 225
Model Fitting, Estimation and Interpretation---A Simple Model 226
Model Fitting, Estimation and Interpretation---The Full Model 227
Model Performance 229
Variable Selection 230
Regrouping and Recoding Variables in JMP 232

10.5 Appendixes: Logistic Regression for Profiling 234
Appendix A: Why Linear Regression Is Problematic for a
Categorical Response 234
Appendix B: Evaluating Explanatory Power 236
Appendix C: Logistic Regression for More Than Two Classes 238
Nominal Classes 238

Problems 241

11 Neural Nets 245

11.1 Introduction 245
11.2 Concept and Structure of a Neural Network 246



ShmueliV2 Date: April 12, 2016 Time: 3:25 pm

CONTENTS xiii

11.3 Fitting a Network to Data 246
Example 1: Tiny Dataset 246
Computing Output of Nodes 248
Preprocessing the Data 251

Activation Functions and Data Processing Features in JMP Pro 251
Training the Model 251
Fitting a Neural Network in JMP Pro 254
Using the Output for Prediction and Classification 256
Example 2: Classifying Accident Severity 258
Avoiding overfitting 259

11.4 User Input in JMP Pro 260
Unsupervised Feature Extraction and Deep Learning 263

11.5 Exploring the Relationship between Predictors and Response 264
Understanding Neural Models in JMP Pro 264

11.6 Advantages and Weaknesses of Neural Networks 264
Problems 265

12 Discriminant Analysis 268

12.1 Introduction 268
Example 1: Riding Mowers 269
Example 2: Personal Loan Acceptance (Universal Bank) 269

12.2 Distance of an Observation from a Class 270
12.3 From Distances to Propensities and Classifications 272

Linear Discriminant Analysis in JMP 275
12.4 Classification Performance of Discriminant Analysis 275
12.5 Prior Probabilities 277
12.6 Classifying More Than Two Classes 278

Example 3: Medical Dispatch to Accident Scenes 278
Using Categorical Predictors in Discriminant Analysis in JMP 279

12.7 Advantages and Weaknesses 280
Problems 282

13 Combining Methods: Ensembles and Uplift Modeling 285

13.1 Ensembles 285
Why Ensembles Can Improve Predictive Power 286

The Wisdom of Crowds 287
Simple Averaging 287
Bagging 288
Boosting 288
Creating Ensemble Models in JMP Pro 289
Advantages and Weaknesses of Ensembles 289

13.2 Uplift (Persuasion) Modeling 290
A-B Testing 290
Uplift 290
Gathering the Data 291
A Simple Model 292
Modeling Individual Uplift 293



ShmueliV2 Date: April 12, 2016 Time: 3:25 pm

xiv CONTENTS

Using the Results of an Uplift Model 294
Creating Uplift Models in JMP Pro 294

Using the Uplift Platform in JMP Pro 295
13.3 Summary 295

Problems 297

PART V MINING RELATIONSHIPS AMONG RECORDS

14 Cluster Analysis 301

14.1 Introduction 301
Example: Public Utilities 302

14.2 Measuring Distance between Two Observations 305
Euclidean Distance 305
Normalizing Numerical Measurements 305
Other Distance Measures for Numerical Data 306
Distance Measures for Categorical Data 308
Distance Measures for Mixed Data 308

14.3 Measuring Distance between Two Clusters 309
Minimum Distance 309
Maximum Distance 309
Average Distance 309
Centroid Distance 309

14.4 Hierarchical (Agglomerative) Clustering 311
Hierarchical Clustering in JMP and JMP Pro 311
Hierarchical Agglomerative Clustering Algorithm 312

Single Linkage 312
Complete Linkage 313
Average Linkage 313
Centroid Linkage 313
Ward’s Method 314
Dendrograms: Displaying Clustering Process and Results 314
Validating Clusters 316
Two-Way Clustering 318
Limitations of Hierarchical Clustering 319

14.5 Nonhierarchical Clustering: The 𝑘-Means Algorithm 320
𝑘-Means Clustering Algorithm 321

Initial Partition into 𝐾 Clusters 322
𝐾-Means Clustering in JMP 322

Problems 329

PART VI FORECASTING TIME SERIES

15 Handling Time Series 335

15.1 Introduction 335
15.2 Descriptive versus Predictive Modeling 336
15.3 Popular Forecasting Methods in Business 337

Combining Methods 337



ShmueliV2 Date: April 12, 2016 Time: 3:25 pm

CONTENTS xv

15.4 Time Series Components 337
Example: Ridership on Amtrak Trains 337

15.5 Data Partitioning and Performance Evaluation 341
Benchmark Performance: Naive Forecasts 342
Generating Future Forecasts 342

Partitioning Time Series Data in JMP and Validating
Time Series Models 342

Problems 343

16 Regression-Based Forecasting 346

16.1 A Model with Trend 346
Linear Trend 346

Fitting a Model with Linear Trend in JMP 348
Creating Actual versus Predicted Plots and Residual Plots in JMP 350

Exponential Trend 350
Computing Forecast Errors for Exponential Trend Models 352

Polynomial Trend 352
Fitting a Polynomial Trend in JMP 353

16.2 A Model with Seasonality 353
16.3 A Model with Trend and Seasonality 356
16.4 Autocorrelation and ARIMA Models 356

Computing Autocorrelation 356
Improving Forecasts by Integrating Autocorrelation Information 360

Fitting AR (Autoregression) Models in the JMP Time Series
Platform 361

Fitting AR Models to Residuals 361
Evaluating Predictability 363

Summary: Fitting Regression-Based Time Series Models in JMP 365
Problems 366

17 Smoothing Methods 377

17.1 Introduction 377
17.2 Moving Average 378

Centered Moving Average for Visualization 378
Trailing Moving Average for Forecasting 379

Computing a Trailing Moving Average Forecast in JMP 380
Choosing Window Width (𝑤) 382

17.3 Simple Exponential Smoothing 382

Creating Plots for Actual versus Forecasted Series and Residuals Series

Relation between Moving Average and Simple Exponential

Choosing Smoothing Parameter 𝛼 383
Fitting Simple Exponential Smoothing Models in JMP 384

Using the Graph Builder 386

Smoothing 386
17.4 Advanced Exponential Smoothing 387

Series with a Trend 387
Series with a Trend and Seasonality 388

Problems 390



ShmueliV2 Date: April 12, 2016 Time: 3:25 pm

xvi CONTENTS

PART VII CASES

18 Cases 402

18.1 Charles Book Club 401
The Book Industry 401
Database Marketing at Charles 402
Data Mining Techniques 403
Assignment 405

18.2 German Credit 409
Background 409
Data 409
Assignment 409

18.3 Tayko Software Cataloger 410
Background 410
The Mailing Experiment 413
Data 413
Assignment 413

18.4 Political Persuasion 415
Background 415
Predictive Analytics Arrives in US Politics 415
Political Targeting 416
Uplift 416
Data 417
Assignment 417

18.5 Taxi Cancellations 419
Business Situation 419
Assignment 419

18.6 Segmenting Consumers of Bath Soap 420
Business Situation 420
Key Problems 421
Data 421
Measuring Brand Loyalty 421
Assignment 421

18.7 Direct-Mail Fundraising 423
Background 423
Data 424
Assignment 425

18.8 Predicting Bankruptcy 425
Predicting Corporate Bankruptcy 426
Assignment 428

18.9 Time Series Case: Forecasting Public Transportation Demand 428
Background 428
Problem Description 428
Available Data 428
Assignment Goal 429
Assignment 429
Tips and Suggested Steps 429

References 431
Data Files Used in the Book 433
Index 435



ShmueliV2 Date: April 12, 2016 Time: 3:30 pm

FOREWORD

Nomatter what your chosen profession or place of work, your futurewill almost certainly be
saturated with data. The modern world is defined by the bits of data pulsing from billions of
keyboards and trillions of card swipes---emanating from every manner of electronic device
and system---transmitted instantaneously around the globe. The sheer amount of data is
measured in volumes difficult to comprehend. But it’s not about how much data you have;
it’s what you do with it, and how quickly, that counts most. Grappling with this messy
world of data and putting it to good use will be key to productive and well-functioning
organizations and successful managerial careers, not just in the obvious places circling
Silicon Valley such as Google and Facebook but in insurance companies, banks, auto
manufacturers, airlines, hospitals, and indeed nearly everywhere.

That’s where Data Mining for Business Analytics: Concepts, Techniques and Applica
tions with JMP Pro® can help. Professor Shmueli and her coauthors provide a very useful
guide for students of business to learn the important concepts and methods for navigating
complex datasets. Born out of the authors’ years of experience teaching the subject, the
book has evolved from earlier editions to keep pace with the changing landscape of business
analytics in graduate and undergraduate education. Most important, new with this edition
is the integration of JMP Pro®, a statistical tool from SAS Institute, which is provided as
the vehicle for working with data in problem sets. Learning analytics is ultimately about
doing things to and with data to generate insights. Mastering one’s dexterity with powerful
statistical tools is a necessary and critical step in the learning process.

If you’ve set your sights on leading in a digital world, this book is a great place to start
preparing yourself for the future.

MICHAEL RAPPA

Institute for Advanced Analytics
North Carolina State University

xvii
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PREFACE

The textbook Data Mining for Business Intelligence first appeared in early 2007. Since
then, it has been used by numerous practitioners and in many courses, ranging from
dedicated data mining classes to more general business analytics courses (including our
own experience teaching this material both online and in person for more than 10 years).
Following feedback from instructors teachingMBA, undergraduate, and executive courses,
and from students, the second edition saw revisions to some of the existing chapters and
included two new topics: data visualization and time series forecasting.

This book is the first edition to fully integrate JMP Pro®1 rather than the Microsoft
Office Excel add-in, XLMiner. JMP Pro® is a desktop statistical package from SAS
Institute that runs natively on Mac and Windows machines. All examples, special topics
boxes, instructions, and exercises presented in this book are based on JMP 12 Pro, the
professional version of JMP, which has a rich array of built- in tools for interactive data
visualization, analysis, and modeling.2

There are other important changes in this edition. The first noticeable change is the title:
other than the addition of JMP Pro®, we now use Business Analytics in place of Business
Intelligence. This update reflects the change in terminology since the second edition: BI
today refers mainly to reporting and data visualization (what is happening now), while BA
has taken over the advanced analytics, which include predictive analytics and data mining.
In this new edition we therefore also updated these terms in the book, using them as is
currently common.

We added a new chapter, Combining Methods: Ensembles and Uplift Modeling (Chap
ter 13). This chapter, which is the last in Part IV on Prediction and Classification Meth
ods, introduces two important approaches. The first---ensembles---is the combination of
multiple models for improving predictive power. Ensembles have routinely proved their

1JMP Pro®, Version 12. SAS Institute Inc., Cary, NC 27513. See Chapter 1 for information on how to get JMP
Pro®.
2Relevant new features in JMP Pro 13 are noted in the chapters.
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usefulness in practical applications and in data mining contests. The second topic---uplift
modeling---introduces an improved approach for measuring the impact of an intervention
or treatment. Similar to other chapters, this new chapter includes real-world examples and
end-of-chapter problems.

Other changes include the addition of two new cases based on real data (one on political
persuasion and uplift modeling, and another on taxi cancellations), and the removal of one
chapter, Association Rules (association rules is a feature not available in JMP 12 Pro, but
will be a new feature in JMP 13 Pro).

Since the second edition’s appearance, the landscape of courses using the textbook has
greatly expanded: whereas initially the book was used mainly in semester-long elective
MBA-level courses, it is now used in a variety of courses in Business Analytics degree and
certificate programs, ranging from undergraduate programs, to post-graduate and executive
education programs. Courses in such programs also vary in their duration and coverage.
In many cases, our book is used across multiple courses. The book is designed to continue
supporting the general Predictive Analytics or Data Mining course as well as supporting a
set of courses in dedicated business analytics programs.

A general ‘‘Business Analytics,’’ ‘‘Predictive Analytics,’’ or Data Mining course, com
mon in MBA and undergraduate programs as a one-semester elective, would cover Parts
I--III, and choose a subset of methods from Parts IV and V. Instructors can choose to use
cases as team assignments, class discussions, or projects. For a two-semester course, Part
VI might be considered. For a set of courses in a dedicated Business Analytics program,
here are a few courses that have been using the second edition of Data Mining for Business
Intelligence:

Predictive Analytics: Supervised Learning In a dedicated Business Analytics pro
gram, the topic of Predictive Analytics is typically instructed across a set of courses.
The first course would cover Parts I--IV and instructors typically choose a subset of
methods from Part IV according to the course length. We recommend including the
new Chapter 13 in such a course.

Predictive Analytics: Unsupervised Learning This course introduces data explo
ration and visualization, dimension reduction, mining relationships, and clustering
(Parts III and V). If this course follows the Predictive Analytics: Supervised Learning
course, then it is useful to examine examples and approaches that integrate unsuper
vised and supervised learning.

Forecasting Analytics A dedicated course on time series forecasting would rely on
Part VI.

In all courses, we strongly recommend including a project component, where data are
either collected by students according to their interest or provided by the instructor (e.g.,
from the many data mining competition datasets available). From our experience and the
experience of other instructors, such projects enhance learning and provide students with
an excellent opportunity to understand the strengths of data mining and the challenges that
arise in working with data and solving real business problems.
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1
INTRODUCTION

1.1 WHAT IS BUSINESS ANALYTICS?

Business analytics is the practice and art of bringing quantitative data to bear on decision-
making. The term means different things to different organizations. Consider the role of
analytics in helping newspapers survive the transition to a digital world.

One tabloid newspaper with a working-class readership in Britain had launched a web
version of the paper, and did tests on its home page to determine which images produced
more hits: cats, dogs, ormonkeys. This simple application, for this company,was considered
analytics. By contrast, the Washington Post has a highly influential audience that is of
interest to big defense contractors: it is perhaps the only newspaper where you routinely
see advertisements for aircraft carriers. In the digital environment, thePost can track readers
by time of day, location, and user subscription information. In this fashion the display of
the aircraft carrier advertisement in the online paper may be focused on a very small group
of individuals---say, the members of the House and Senate Armed Services Committees
who will be voting on the Pentagon’s budget.

Business analytics, or more generically, analytics, includes a range of data analysis
methods. Many powerful applications involve little more than counting, rule checking, and
basic arithmetic. For some organizations, this is what is meant by analytics.

The next level of business analytics, now termed business intelligence, refers to the
use of data visualization and reporting for becoming aware and understanding “what
happened and what is happening.” This is done by use of charts, tables, and dashboards to
display, examine, and explore data. Business intelligence, which earlier consisted mainly
of generating static reports, has evolved into more user-friendly and effective tools and
practices, such as creating interactive dashboards that allow the user not only to access
real-time data, but also to directly interact with it. Effective dashboards are those that tie
directly to company data, and give managers a tool to see quickly what might not readily
be apparent in a large complex database. One such tool for industrial operations managers
displays customer orders in one two-dimensional display using color and bubble size as

Data Mining for Business Analytics: Concepts, Techniques, and Applications with JMP Pro®, First Edition.
Galit Shmueli, Peter C. Bruce, Mia L. Stephens, and Nitin R. Patel.
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added variables. The resulting 2 by 2 matrix shows customer name, type of product, size
of order, and length of time to produce.

Business analytics includes more sophisticated data analysis methods, such as statis-
tical models and data mining algorithms used for exploring data, quantifying and ex-
plaining relationships between measurements, and predicting new records. Methods like
regression models are used to describe and quantify “on average” relationships (e.g., be-
tween advertising and sales), to predict new records (e.g., whether a new patient will
react positively to a medication), and to forecast future values (e.g., next week’s web
traffic).

WHO USES PREDICTIVE ANALYTICS?

The widespread adoption of predictive analytics, coupled with the accelerating avail-
ability of data, has increased organizations’ capabilities throughout the economy. A few
examples:

Credit scoring:One long-established use of predictivemodeling techniques for business
prediction is credit scoring. A credit score is not some arbitrary judgement of credit-
worthiness; it is based mainly on a predictive model that uses prior data to predict
repayment behavior.

Future purchases: A more recent (and controversial) example is Target’s use of pre-
dictive modeling to classify sales prospects as “pregnant” or “not-pregnant.” Those
classified as pregnant could then be sent sales promotions at an early stage of preg-
nancy, giving Target a head start on a significant purchase stream.

Tax evasion: The US Internal Revenue Service found it was 25 times more likely to
find tax evasion when enforcement activity was based on predictive models, allowing
agents to focus on the most likely tax cheats (Siegel, 2013).

The business analytics toolkit also includes statistical experiments, the most common
of which is known to marketers as A-B testing. These are often used for pricing decisions:

∙ Orbitz, the travel site, has found that it could price hotel options higher for Mac users
than Windows users.

∙ Staples online store found it could charge more for staplers if a customer lived far
from a Staples store.

Beware the organizational setting where analytics is a solution in search of a problem:
a manager, knowing that business analytics and data mining are hot areas, decides that
her organization must deploy them too, to capture that hidden value that must be lurking
somewhere. Successful use of analytics and data mining requires both an understanding of
the business context where value is to be captured, and an understanding of exactly what
the data mining methods do.
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1.2 WHAT IS DATA MINING?

In this book data mining refers to business analytics methods that go beyond counts,
descriptive techniques, reporting, and methods based on business rules. While we do
introduce data visualization, which is commonly the first step into more advanced analytics,
the book focusesmostly on themore advanced data analytics tools. Specifically, datamining
includes statistical and machine learning methods that inform decision-making, often in
automated fashion. Prediction is typically an important component, often at the individual
level. Rather than “what is the relationship between advertising and sales,” we might be
interested in “what specific advertisement, or recommended product, should be shown to a
given online shopper at this moment?” Or we might be interested in clustering customers
into different “personas” that receive different marketing treatment, then assigning each
new prospect to one of these personas.

The era of big data has accelerated the use of data mining. Data mining methods, with
their power and automaticity, have the ability to cope with huge amounts of data and extract
value.

1.3 DATA MINING AND RELATED TERMS

The field of analytics is growing rapidly, both in terms of the breadth of applications, and
in terms of the number of organizations using advanced analytics. As a result, there is
considerable overlap and inconsistency in terms of definitions.

The term data mining itself means different things to different people. To the general
public, it may have a general, somewhat hazy and pejorative meaning of digging through
vast stores of (often personal) data in search of something interesting. One major consulting
firm has a “data mining department,” but its responsibilities are in the area of studying and
graphing past data in search of general trends. And, to confuse matters, their more advanced
predictive models are the responsibility of an “advanced analytics department.” Other terms
that organizations use are predictive analytics, predictive modeling, and machine learning.

Data mining stands at the confluence of the fields of statistics and machine learning
(also known as artificial intelligence). A variety of techniques for exploring data and
building models have been around for a long time in the world of statistics: linear re-
gression, logistic regression, discriminant analysis, and principal components analysis, for
example. But the core tenets of classical statistics---computing is difficult and data are
scarce---do not apply in data mining applications where both data and computing power are
plentiful.

This is what gives rise to Daryl Pregibon’s description of data mining as “statistics
at scale and speed” (Pregibon, 1999). Another major difference between the fields of
statistics and machine learning is the focus in statistics on inference from a sample to the
population regarding an “average effect”---for example, “a $1 price increase will reduce
average demand by 2 boxes.” In contrast, the focus in machine learning is on predicting
individual records--- “the predicted demand for person 𝑖 given a $1 price increase is 1 box,
while for person 𝑗 it is 3 boxes.” The emphasis that classical statistics places on inference
(determining whether a pattern or interesting result might have happened by chance in our
sample) is missing in data mining.

In comparison to statistics, data mining deals with large datasets in an open-ended
fashion, making it impossible to put the strict limits around the question being addressed
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that inference would require. As a result the general approach to data mining is vulnerable
to the danger of overfitting, where a model is fit so closely to the available sample of data
that it describes not merely structural characteristics of the data, but random peculiarities
as well. In engineering terms, the model is fitting the noise, not just the signal.

In this book, we use the term machine learning to refer to algorithms that learn directly
from data, especially local data, often in layered or iterative fashion. In contrast, we use
statistical models to refer to methods that apply global structure to the data. A simple
example is a linear regression model (statistical) versus a 𝑘-nearest neighbors algorithm
(machine learning). A given record would be treated by linear regression in accord with an
overall linear equation that applies to all the records. In 𝑘-nearest neighbors, that record
would be classified in accord with the values of a small number of nearby record.

However, many practitioners, particularly those from the IT and computer science
communities, use the term machine learning to refer to all the methods discussed in this
book.

1.4 BIG DATA

Data mining and big data go hand in hand. Big data is a relative term---data today are big
by reference to the past, and to the methods and devices available to deal with them. The
challenge big data presents is often characterized by the four V’s - volume, velocity, variety,
and veracity. Volume refers to the amount of data. Velocity refers to the flow rate---the speed
at which it is being generated and changed. Variety refers to the different types of data
being generated (currency, dates, numbers, text, etc.). Veracity refers to the fact that data
is being generated by organic distributed processes (e.g., millions of people signing up for
services or free downloads) and not subject to the controls or quality checks that apply to
data collected for a study.

Most large organizations face both the challenge and the opportunity of big data because
most routine data processes now generate data that can be stored and, possibly, analyzed.
The scale can be visualized by comparing the data in a traditional statistical analysis on the
large size (e.g., 15 variables and 5000 records) to the Walmart database. If you consider
the traditional statistical study to be the size of a period at the end of a sentence, then the
Walmart database is the size of a football field. And that probably does not include other
data associated with Walmart---social media data, for example, which comes in the form of
unstructured text.

If the analytical challenge is substantial, so can be the reward:

∙ OKCupid, the dating site, uses statistical models with their data to predict what forms
of message content are most likely to produce a response.

∙ Telenor, a Norwegian mobile phone service company, was able to reduce subscriber
turnover 37% by using models to predict which customers were most likely to leave,
and then lavishing attention on them.

∙ Allstate, the insurance company, tripled the accuracy of predicting injury liability in
auto claims by incorporating more information about vehicle type.

The examples above are from Eric Siegel’s Predictive Analytics (2013, Wiley).


