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INTRODUCTION
Hadoop is an open source project available under the
Apache License 2.0. It has the ability to manage and store
very large data sets across a distributed cluster of servers.
One of the most  beneficial features is its fault tolerance,
which enables big data applications to continue to operate
properly in the event of a failure. Another benefit of using
Hadoop is its scalability. This programming logic has the
potential to expand from a single server to numerous
servers, each with the ability to have local computation and
storage options.



WHO IS THIS BOOK FOR?
This book is for anyone using Hadoop to perform a job that
is data related, or if you have an interest in redefining how
you can obtain meaningful information about any of your
data stores. This includes big data solution architects,
Linux system and big data engineers, big data platform
engineers, Java programmers, and database
administrators.
If you have an interest in learning more about Hadoop and
how to extract specific elements for  further analysis or
review, then this book is for you.

WHAT YOU NEED TO USE THIS BOOK
You should have development experience and understand
the basics of Hadoop, and should now be interested in
employing it in real-world settings.
The source code for the samples is available for download
at www.wrox.com/go/professionalhadoop or
https://github.com/backstopmedia/hadoopbook.

http://www.wrox.com/go/professionalhadoop
https://github.com/backstopmedia/hadoopbook


HOW THIS BOOK IS STRUCTURED
This book was written in eight chapters as follows:

Chapter 1: Hadoop Introduction
Chapter 2: Storage
Chapter 3: Computation
Chapter 4: User Experience
Chapter 5: Integration with Other Systems
Chapter 6: Hadoop Security
Chapter 7: Ecosystem at Large: Hadoop Stack with
Apache Bigtop
Chapter 8: In-Memory Computing in Hadoop Stack

CONVENTIONS
To help you get the most from the text and keep track of
what's happening, we've used a number of conventions
throughout the book.
As for styles in the text:

We highlight new terms and important words when we
introduce them.
We show code within the text like so:
persistence.properties.
We show all code snippets in the book using this style:
        FileSystem fs = FileSystem.get(URI.create(uri), 
conf); 
        InputStream in = null; 
        try {

We show URLs in text like this:



        http://<Slave Hostname>:50075

SOURCE CODE
As you work through the examples in this book, you may
choose either to type in all the code  manually, or to use the
source code files that accompany the book. All the source
code used in this book is available for download at
www.wrox.com. Specifically for this book, the code
download is on the Download Code tab at:
www.wrox.com/go/professionalhadoop

You can also search for the book at www.wrox.com by ISBN
(the ISBN for this book is 9781119267171) to find the code.
And a complete list of code downloads for all current Wrox
books is available at
www.wrox.com/dynamic/books/download.aspx.

NOTE
Because many books have similar titles, you may find it
easiest to search by ISBN; this book's ISBN is 978-1-
119-26717-1.

Once you download the code, just decompress it with your
favorite compression tool. Alternately, you can go to the
main Wrox code download page at
www.wrox.com/dynamic/books/download.aspx to see the
code available for this book and all other Wrox books.

ERRATA
We make every effort to ensure that there are no errors in
the text or in the code. However, no one is perfect, and

http://www.wrox.com/
http://www.wrox.com/
http://www.wrox.com/dynamic/books/download.aspx
http://www.wrox.com/dynamic/books/download.aspx


mistakes do occur. If you find an error in one of our books,
like a spelling mistake or faulty piece of code, we would be
very grateful for your feedback. By sending in errata, you
may save another reader hours of frustration, and at the
same time, you will be helping us provide even higher
quality information.
To find the errata page for this book, go to
www.wrox.com/go/professionalhadoop

and click the Errata link. On this page you can view all
errata that have been submitted for this book and posted
by Wrox editors.
If you don't spot “your” error on the Book Errata page, go
to www.wrox.com/contact/techsupport.shtml and complete
the form there to send us the error you have found. We'll
check the information and, if appropriate, post a message
to the book's errata page and fix the problem in  subsequent
editions of the book.

P2P.WROX.COM
For author and peer discussion, join the P2P forums at
http://p2p.wrox.com. The forums are a web-based system
for you to post messages relating to Wrox books and
related technologies and interact with other readers and
technology users. The forums offer a subscription feature
to e-mail you topics of interest of your choosing when new
posts are made to the forums. Wrox authors,  editors, other
industry experts, and your fellow readers are present on
these forums.
At http://p2p.wrox.com, you will find a number of different
forums that will help you, not only as you read this book,
but also as you develop your own applications. To join the
forums, just follow these steps:

http://www.wrox.com/contact/techsupport.shtml
http://p2p.wrox.com/
http://p2p.wrox.com/
http://p2p.wrox.com/


1. Go to http://p2p.wrox.com and click the Register link.
2. Read the terms of use and click Agree.
3. Complete the required information to join, as well as any

optional information you wish to provide, and click
Submit.

4. You will receive an e-mail with information describing
how to verify your account and  complete the joining
process.

NOTE
You can read messages in the forums without joining
P2P, but in order to post your own messages, you must
join.

Once you join, you can post new messages and respond to
messages other users post. You can read messages at any
time on the Web. If you would like to have new messages
from a particular forum e-mailed to you, click the Subscribe
to This Forum icon by the forum name in the forum listing.
For more information about how to use the Wrox P2P, be
sure to read the P2P FAQs for answers to questions about
how the forum software works, as well as many common
questions specific to P2P and Wrox books. To read the
FAQs, click the FAQ link on any P2P page.

http://p2p.wrox.com/


CHAPTER 1
Hadoop Introduction

WHAT'S IN THIS CHAPTER?

The components of Hadoop
The roles of HDFS, MapReduce, YARN, ZooKeeper,
and Hive
Hadoop's integration with other systems
Data integration and Hadoop

Hadoop is an essential tool for managing big data. This tool
fills a rising need for businesses managing large data
stores, or data lakes as Hadoop refers to them. The biggest
need in business, when it comes to data, is the ability to
scale. Technology and business are driving organizations to
gather more and more data, which increases the need to
manage it efficiently. This chapter examines the Hadoop
Stack, as well as all of the associated components that can
be used with Hadoop.
In building the Hadoop Stack, each component plays an
important role in the platform. The stack starts with the
essential requirements contained in the Hadoop Common,
which is a collection of common utilities and libraries that
support other Hadoop modules. Like any stack, these
supportive files are a necessary requirement for a
successful implementation. The well-known file system, the
Hadoop Distributed File System or HDFS, is at the heart of
Hadoop, but it won't threaten your budget. To narrow your



perspective on a set of data, you can use the programming
logic contained within MapReduce, which provides massive
scalability across many servers in a Hadoop cluster. For
resource management, you can consider adding Hadoop
YARN, the distributed operating system for your big data
apps, to your stack.
ZooKeeper, another Hadoop Stack component, enables
distributed processes to coordinate with each other
through a shared hierarchical name space of data registers,
known as znodes. Every znode is identified by a path, with
path elements separated by a slash (/).
There are other systems that can integrate with Hadoop
and benefit from its infrastructure. Although Hadoop is not
considered a Relational Database Management System
(RDBMS), it can be used along with systems like Oracle,
MySQL, and SQL Server. Each of these systems has
developed connector-type components that are processed
using Hadoop's framework. We will review a few of these
components in this chapter and illustrate how they interact
with Hadoop.

Business Analytics and Big Data
Business Analytics is the study of data through statistical
and operational analysis. Hadoop allows you to conduct
operational analysis on its data stores. These results allow
organizations and companies to make better business
decisions that are beneficial to the organization.
To understand this further, let's build a big data profile.
Because of the amount of data involved, the data can be
distributed across storage and compute nodes, which
benefits from using Hadoop. Because it is distributed and
not centralized, it lacks the characteristics of an RDBMS.
This allows you to use large data stores and an assortment
of data types with Hadoop.



For example, let's consider a large data store like Google,
Bing, or Twitter. All of these data stores can grow
exponentially based on activity, such as queries and a large
user base. Hadoop's components can help you process
these large data stores.
A business, such as Google, can use Hadoop to manipulate,
manage, and produce meaningful results from their data
stores. The traditional tools commonly used for Business
Analytics are not designed to work with or analyze
extremely large datasets, but Hadoop is a solution that fits
these business models.

The Components of Hadoop
The Hadoop Common is the foundation of Hadoop, because
it contains the primary services and basic processes, such
as the abstraction of the underlying operating system and
its filesystem. Hadoop Common also contains the necessary
Java Archive (JAR) files and scripts required to start
Hadoop. The Hadoop Common package even provides
source code and documentation, as well as a contribution
section. You can't run Hadoop without Hadoop Common.
As with any stack, there are requirements that Apache
provides for configuring the Hadoop Common. Having a
general understanding as a Linux or Unix administrator is
helpful in setting this up. Hadoop Common, also referred to
as the Hadoop Stack, is not designed for a beginner, so the
pace of your implementation rests on your experience. In
fact, Apache clearly states on their site that using Hadoop
is not the task you want to tackle while trying to learn how
to administer a Linux environment. It is recommended that
you are comfortable in this environment before attempting
to install Hadoop.

The Distributed File System (HDFS)



With Hadoop Common now installed, it is time to examine
the rest of the Hadoop Stack. HDFS delivers a distributed
filesystem that is designed to run on basic hardware
components. Most businesses find these minimal system
requirements appealing. This environment can be set up in
a Virtual Machine (VM) or a laptop for the initial
walkthrough and advancement to server deployment. It is
highly fault-tolerant and is designed to be deployed on low-
cost hardware. It provides high throughput access to
application data and is suitable for applications having
large datasets.
Hardware failures are unavoidable in any environment.
With HDFS, your data can span across thousands of
servers, with each server containing an essential piece of
data. This is where the fault tolerance feature comes into
play. The reality is that with this many servers there is
always the risk that one or more may become
nonfunctional. HDFS has the ability to detect faults and
quickly perform an automatic recovery.
HDFS is optimally designed for batch processing, which
provides a high throughput of data access, rather than a
low latency of data access. Applications that run on HDFS
have large datasets. A typical file in HDFS can be hundreds
of gigabytes or more in size, and so HDFS of course
supports large files. It provides high aggregate data
bandwidth and scales to hundreds of nodes in a single
cluster.
Hadoop is a single functional distributed system that works
directly with clustered machines in order to read the
dataset in parallel and provide a much higher throughput.
Consider Hadoop as a power house single CPU running
across clustered and low cost machines. Now that we've
described the tools that read the data, the next step is to
process it by using MapReduce.



What Is MapReduce?
MapReduce is a programming component of Hadoop used
for processing and reading large data sets. The MapReduce
algorithm gives Hadoop the ability to process data in
parallel. In short, MapReduce is used to compress large
amounts of data into meaningful results for statistical
analysis. MapReduce can do batch job processing, which is
the ability to read large amounts of data numerous times
during processing to produce the requested results.
For businesses and organizations with large data stores or
data lakes, this is an essential component in getting your
data down to a manageable size to analyze or query.
The MapReduce workflow, as shown in Figure 1.1, works
like a grandfather clock with a number of gears. Each gear
performs a particular task before it moves on to the next. It
shows the transitional states of data as it is chunked into
smaller sizes for processing.

FIGURE 1-1
The capabilities of MapReduce make it one of the most
used batch-processing tools. The flexibility of this processor



opens the door to use its leverage against existing systems.
MapReduce will allow its users to process unlimited
amounts of data of any type that's stored in HDFS by
dividing workloads into multiple tasks across servers that
are run in parallel. MapReduce thus makes Hadoop a
powerhouse tool.
With the recent developments in Hadoop, another
component, called YARN, is now available that can be used
to further leverage your Hadoop Ecosystem.

What Is YARN?
The YARN Infrastructure (Yet Another Resource
Negotiator) is the framework responsible for providing the
computational resources (memory, CPUs, etc.) needed for
executing applications.
What features or characteristics are appealing about
YARN? Two important ones are Resource Manager and
Node Manager. Let's build the profile of YARN. First
consider a two level cluster where Resource Manager is in
the top tier (one per cluster). The Resource Manager is the
master. It knows where the slaves are located (lower tier)
and how many resources they have. It runs several
services, and the most important is the Resource
Scheduler, which decides how to assign the resources. The
Node Manager (many per cluster) is the slave of the
infrastructure. When it starts, it announces itself to the
Resource Manager. The node has the ability to distribute
resources to the cluster, and its resource capacity is the
amount of memory and other resources. At run-time, the
Resource Scheduler will decide how to use this capacity.
The YARN framework in Hadoop 2 allows workloads to
share cluster resources dynamically between a variety of
processing frameworks, including MapReduce, Impala, and
Spark. YARN currently handles memory and CPU and will



coordinate additional resources like disk and network I/O in
the future.

WHAT IS ZOOKEEPER?
ZooKeeper is another Hadoop service—a keeper of
information in a distributed system environment.
ZooKeeper's centralized management solution is used to
maintain the configuration of a distributed system. Because
ZooKeeper is maintaining the information, any new nodes
joining will acquire the up-to-date centralized configuration
from ZooKeeper as soon as they join the system. This also
allows you to centrally change the state of your distributed
system just by changing the centralized configuration
through one of the ZooKeeper clients.
The Name service is a service that maps a name to some
information associated with that name. It is similar to
Active Directory being a name service that maps the user
id (name) of a person to certain access or rights within an
environment. In the same way, a DNS service is a name
service that maps a domain name to an IP address. By
using ZooKeeper in a distributed system you can keep track
of which servers or services are up and running and look
up their status by name.
If there is a problem with nodes going down, ZooKeeper
has an automatic fail-over strategy via leader election as an
off-the-shelf support solution (see Figure 1.2). Leader
election is a service that can be installed on several
machines for redundancy, but only one is active at any
given moment. If the active service goes down for some
reason, another service rises to do its work.



FIGURE 1-2
ZooKeeper allows you to process more data, more reliably
and in less time. ZooKeeper can help you build more robust
systems. A managed database cluster can benefit from
centralized management services in terms of name
services, group services, leader election, configuration
management, and more. All of these coordination services
can be managed with ZooKeeper.

WHAT IS HIVE?
Hive was originally designed to be a part of Hadoop, but
now it is a standalone component. It is being mentioned
briefly here, because some users find it beneficial to use it
in addition to the standard Hadoop Stack.
We can briefly summarize Hive in this way: It is a data
warehouse infrastructure built on top of Hadoop for
providing data summarization, query, and analysis. If you
are longing for the database experience and missing the



structure (see Figure 1.3) of a relational environment when
working with Hadoop, this might be your solution. Keep in
mind this is not to be compared to a traditional database or
data structure. Nor can it replace your existing RDBMS
environment. Hive provides a conduit to project structure
onto this data, and queries the data using a SQL-like
language called HiveQL.

FIGURE 1-3

INTEGRATION WITH OTHER SYSTEMS
If you work in the technical field, you are well aware that
integration is an essential part of any successful



implementation. Generally, through some discovery process
or planning session, organizations can pinpoint a need to
manage big data more effectively. Subsequent steps involve
making the determination as to how you will be
implementing Hadoop into your existing environments.
Organizations implementing or considering Hadoop are
likely introducing it into an existing environment. To gain
the most benefit it is important to understand how Hadoop
and your existing environment can work together, and what
opportunities are available to leverage your existing
environment.
To illustrate, consider a well-known building toy that allows
you to create new toys based on connecting bricks
together. There are endless possibilities of what you can
create by simply connecting bricks together. The key
component is the connector dots that exist on every brick.
Similar to the toy bricks, vendors have developed
connectors to allow other enterprise systems to connect to
Hadoop. By using the connectors, you will be able to
leverage your existing environments by bringing Hadoop
into the fold.
Let's review some of the components that have been
developed to integrate Hadoop with other systems. You
should consider any leverage that you may gain by using
these connectors within your environment. Clearly when it
comes to integration, you must be your own SME (Subject
Matter Expert) regarding the systems within your
environment.
These connectors for Hadoop will likely be available for the
latest release of the system within your environment. If the
systems you would like to leverage with Hadoop are not on
the latest release for your application or database engine,
you need to factor in an upgrade in order to use the full
features of this enhancement. To avoid disappointment, we



recommend a complete review of your system requirements
to avoid frustration and disappointment. The ecosystem of
Hadoop brings everything together under one technical
roof.

The Hadoop Ecosystem
Apache calls their integration an ecosystem. The dictionary
defines an ecosystem as a community of living organisms in
conjunction with the nonliving components of their
environment (things like air, water, and mineral soil)
interacting as a system. The technology-based ecosystem
has similar attributes. It is a combination of product
platforms defined by core components made by the
platform owner and complemented by applications made by
autonomous (machines that act independently from
humans) companies in the periphery (surrounding a space).
Hadoop's open source and enterprise ecosystem continues
to grow based on the wide variety of products available
from Apache, and a large number of vendors providing
solutions for integrating Hadoop with enterprise tools.
HDFS is a primary component of the ecosystem. Because
Hadoop has a low commodity cost, it is easy to explore the
features of Hadoop either through a VM or setting up a
hybrid ecosystem within your existing environment. It is an
excellent way to review your current data methodologies
with Hadoop solutions and its growing vendor pool. By
leveraging these services and tools, Hadoop's ecosystem
will continue to evolve and eliminate some of the road
blocks associated with the analytics processing and
managing of large data lakes. Hadoop integrates into the
architectural layers of the data ecosystem by using some of
the tools and services discussed in this chapter.
One ecosystem is the Horton Data Platform (HDP). HDP
helps you get started with Hadoop by using a single-node



cluster in a virtual machine, as illustrated in Figure 1.4.
Because Hadoop is a commodity (little to no additional
cost) solution, HDP gives you the ability to deploy to the
cloud or within your own data center.

FIGURE 1-4
HDP gives you the data platform foundation to build your
Hadoop infrastructure, including a long list of Business
Intelligence (BI) and other related vendors. The platform is
designed to deal with data from many sources and formats,
allowing you to design your own custom solution. The list of
resources is too large to define here, but it is highly
recommended that you obtain this information directly
from the vendor. The beauty of selecting a product like
HDP is that they are one of the leading committers with
Hadoop. This opens more doors for using Hadoop with
multiple database resources.
HDP is considered an ecosystem because it creates a
community of data, bringing Hadoop and additional tools
together.
Cloudera (CDH) creates a similar ecosystem for its data
platform. Cloudera sets the stage with the ability to



integrate structured and unstructured data. Using the
platform-delivered unified services, Cloudera opens the
doors to process and analyze several different data types
(see Figure 1.5).

FIGURE 1-5

Data Integration and Hadoop
Data Integration is a key step in the Hadoop solution
architecture. A number of vendors use open source
integration tools to easily connect Apache Hadoop to
hundreds of data systems without having to write code.
This is a definite plus if you are not a programmer or
developer by trade. Most of these vendors use a variety of
open source solutions for big data integration that natively
supports Apache Hadoop, including connectors for HDFS,
HBase, Pig, Sqoop, and Hive (see Figure 1.6).



FIGURE 1-6
Hadoop-based applications are well balanced and have the
ability to focus on the Windows platform and integrate well
with the Microsoft BI tools such as Excel, Power View, and
PowerPivot, creating unique ways for the easy analysis of
massive amounts of business information.
This does not mean that Hadoop or the other data platform
solutions do not run in a non–Windows based environment.
It would be prudent to review your current or planned
environment to determine the best solution. A data
platform or data management platform is just what it says
it is. It is a centralized computing system for collecting,
integrating, and managing large sets of structured and
unstructured data.



In theory, either HortonWorks or Cloudera could be the
platform you have selected along with the RDBMS
connector that works with your current data environment
and Hadoop. Most vendors have highly detailed information
regarding system requirements. In general, a significant
number of tools will mention a Windows operating system
or a Windows-based component, because of the breadth of
Windows-based BI tools available. Microsoft SQL Server is
the leading Windows tool for database services.
Organizations using this enterprise tool are no longer
limited by big data. Microsoft has the ability to work and
integrate with Hadoop by providing flexibility and
enhanced connectivity for Hadoop, Windows Server, and
Windows Azure. Informatica software, using the Power
Exchange Connector along with Hortonworks, optimizes
the entire big data supply chain on Hadoop, turning data
into actionable information to drive business value.
The modern data architecture, for example, is increasingly
being used to build large data pools. By combining data
management services into a larger data pool, companies
can store and process massive amounts of data across a
wide variety of channels including social media,
clickstream data, server logs, customer transactions and
interactions, videos, and sensor data from equipment in the
field.
Hortonworks or Cloudera Data Platforms, along with
Informatica, allows companies to optimize their ETL
(Extract, Transform, Load) workloads with long-term
storage and processing at scale in Hadoop.
The integration of Hadoop along with enterprise tools
allows organizations to use all of the data internally and
externally for an organization to achieve the full analytical
power that drives the success of modern data-driven
businesses.



Hadoop Applier, another example, provides real-time
connectivity between MySQL and Hadoop's Distributed File
System, which can be used for big data analytics—for
purposes like sentiment analysis, marketing campaign
analysis, customer churn modeling, fraud detection, risk
modeling, and many others. Many widely used systems,
such as Apache Hive, also use HDFS as a data store (see
Figure 1.7).

FIGURE 1-7
Oracle has developed an offering for its flagship database
engine and Hadoop. It is a collection of useful tools to
assist with integrating Oracle's services with the Hadoop
stack. The Big Data Connectors Suite is a collection of tools
that have the ability to provide a deep dive into the
information discovery waters of analytics and a fast
integration of all the data stored within your infrastructure.
All tools are considered scalable, which fits nicely into your
environment if you are a current or future Oracle customer.
Oracle has several tools in their suite, but we will only
feature a few of them in this chapter.
Oracle XQuery for Hadoop (see Figure 1.8) runs a process,
based on transformations expressed in the XQuery
language, by translating them into a series of MapReduce
jobs, which are executed in parallel on the Apache Hadoop
cluster. The input data can be located in a filesystem


