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Preface

Energy markets (and commodity markets in general) present a number of
challenges for quantitative modeling. High volatilities, small sample sizes, structural
market changes, and operational complexity all make it very difficult to straightfor-
wardly apply standard methods to the valuation and hedging of products that are
commonly encountered in energy markets. It cannot be denied that there is an un-
fortunate tendency to apply, with little skeptical thought, methods widely used in
financial (e.g., bond or equity) markets to problems in the energy sector. Generally,
there is insufficient appreciation for the trade-off between theoretical sophistica-
tion and practical performance. (This problem is compounded by the temptation
to resort to, in the face of multiple drivers and physical constraints, computational
machinations that give the illusion of information creation through ease of sce-
nario generation i.e., simulation.) The primary challenge of energy modeling is to
correctly adapt what is correct about these familiar techniques while remaining fully
cognizant of their limitations that become particularly acute in energy markets. The
present volume is an attempt to perform this task, and consists of both general and
specialized facets.

First, it is necessary to say what this book is not. We do not attempt to provide a
detailed discussion of any energy markets or their commonly transacted products.
There exist many other excellent books for this purpose, some of which we note in
the text. For completeness and context, we provide a very high-level overview of
such markets and products, at least as they appear in the United States for natural
gas and electricity. However, we assume that the reader has sufficient experience in
this industry to understand the basics of the prevailing market structures. (If you
think a toll is just a fee you pay when you drive on the highway, this is probably not
the right book for you.) Furthermore, this is not a book for people, regardless of ex-
isting technical ability, who are unfamiliar with the basics of financial mathematics,
including stochastic calculus and option pricing. Again, to facilitate exposition such
concepts will be introduced and summarized as needed. However, it is assumed that
the reader has a reasonable grasp of such necessary tools that are commonly pre-
sented in, say, first-year computational finance courses. (If your first thought when
someone says “Hull” is convex hull, then you probably have not done sufficient
background work.)

So, who is this book for? In truth, it is aimed at a relatively diverse audience, and
we have attempted to structure the book accordingly. The book is aimed at readers
with a reasonably advanced technical background who have a good familiarity with

xiv
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energy trading. Assuming this is not particularly helpful, let us elaborate. Quanti-
tative analysts (“quants”) who work on energy-trading desks in support of trading,
structuring, and origination and whose job requires modeling, pricing, and hedg-
ing natural gas and electricity structures should have interest. Such readers should
have the necessary industry background as well as familiarity with mathematical
concepts such as stochastic control. In addition, they will be reasonably expected
to have analyzed actual data at some point. They presumably have little trepidation
in rolling up their sleeves to work out problems or code up algorithms (indeed,
they should be eager to do so). For them, this book will (hopefully) present useful
approaches that they can use in their jobs, both for statistical work and model de-
velopment. (As well, risk control analysts and quantitatively oriented traders who
must understand, at least at a high level, valuation methodologies can also benefit,
at least to a lesser extent.)

Another category of the target audience is students who wish not only to un-
derstand more advanced techniques than they are likely to have seen in their
introductory coursework, but also to get an introduction to actual traded prod-
ucts and issues associated with their analysis. (More broadly, academics who have
the necessary technical expertise but want to see applications in energy markets can
also be included here.) These readers will understand such foundational concepts
as stochastic calculus, (some) measure theory, and option pricing through replica-
tion, as well as knowing how to run a regression if asked. Such readers (at least at
the student level) will benefit from seeing advanced material that is not normally
collected in one volume (e.g., affine jump diffusions, cointegration, Lévy copulas).
They will also receive some context on how these methods should (and should not)
be applied to examples actually encountered in the energy industry.

Note that these two broad categories are not necessarily mutually exclusive. There
are of course practitioners at different levels of development, and some quants who
know enough about tolling or storage, say, to operate or maintain models may
want to gain some extra technical competency to understand these models (and
their limitations) better. Similarly, experienced students may require little techni-
cal tutoring but need to become acquainted with approaches to actual structured
products. There can definitely be overlap across classes of readership.

The structure of the book attempts to broadly satisfy these two groups. We divide
the exposition into the standard blocks of theory and application; however, we re-
verse the usual order of presentation and begin with applications before going into
more theoretical matters. While this may seem curious at first, there is a method to
the madness (and in fact our dichotomy between practice and theory is rather soft,
there is overlap throughout). As stated in the opening paragraph, we wish to retain
what is correct about most quantitative modeling while avoiding those aspects that
are especially ill-suited for energy (and commodity) applications. Broadly speak-
ing, we present valuation of structured products as a replication/decomposition
problem, in conjunction with robust estimation (that is, estimation that is not
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overly sensitive to the particular sample). We essentially view valuation as a port-
folio problem entailing representations in terms of statistical properties (such as
variance) that are comparatively stable as opposed to those which are not (such
as mean-reversion rates or jump probabilities). By discussing the core economet-
ric and analytical issues first, we can more seamlessly proceed to an overview of
valuation of some more popular structures in the industry.

In Part I the reader can thus get an understanding for how and why we choose
our particular approaches, as well as see how the approaches manifests themselves.
Then, in Part II the more theoretical issues can be investigated with the proper con-
text in mind. (Of course, there is cross-referencing in the text so that the reader can
consult certain ideas before returning to the main flow.) Although we advise against
unthinkingly applying popular sophisticated methods for their own sake, it is un-
questionably important to understand these techniques so as to better grasp why
they can break down. Cointegration, for example, is an important and interesting
idea, but its practical utility is limited (as are many econometric techniques) by the
difficulty of separating signal from noise in small samples. Nonetheless, we show
that cointegration has a relationship to variance scaling laws, which can be robustly
implemented. We thus hope to draw the reader’s attention to such connections, as
well as provide the means for solving energy market problems.

The organization is as follows. We begin Part I with a (very) brief overview of
energy markets (specifically in the United States) and the more common structured
products therein. We then discuss the critical econometric issue of time scaling and
how it relates to the conventional dichotomy stationarity/non-stationarity and vari-
ance accumulation. Next, we present valuation as a portfolio construction problem
that is critically dependent on the prevailing market structure (via the availability
of hedging instruments). We demonstrate that the gain from trying to represent
valuation in terms of the actual qualitative properties of the underlying stochastic
drivers is typically not enough to offset the costs. Finally we present some valuation
examples of the aforementioned structured products.

Part II, as already noted, contains more theoretical material. In a sense, it fills
in some of the details that are omitted in Part I. It can (hopefully) be read more
profitably with that context already provided. However, large parts of it can also
serve as a stand-alone exposition of certain topics (primarily the non-econometric
sections). We begin this part with a discussion of (stochastic) process modeling, not
for the purposes of valuation as such, but rather to provide a conceptual framework
for being able to address the question of which qualitative features should be re-
tained (and which features should be ignored) for the purposes of robust valuation.
Next we continue with econometric issues, with an eye toward demonstrating that
many standard techniques (such as filtering) can easily break down in practice and
should be used with great caution (if at all). Then, numerical methods are discussed.
The obvious rationale for this topic is that at some point in any problem, actual
computations must be carried out, and we go over techniques particularly relevant
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for energy problems (e.g ., stochastic control and high-dimensional quadrature). Fi-
nally, given the key role joint dependencies play in energy markets, we present some
relevant ideas (copulas being chief among these).

We should point out that many of the ideas to be presented here are more gener-
ally applicable to commodity markets as such, and not simply the subset of energy
markets that will be our focus. Ultimately, commodity markets are driven by fi-
nal (physical) consumption, so many of the characteristics exhibited by energy
prices that are crucial for proper valuation of energy structures will be shared by the
broader class of commodities (namely, supply-demand constraints and geograph-
ical concentration, small samples/high volatilities, and most critically, volatility
scaling). We will not provide any specific examples in, say, agriculture or metals,
except to note when certain concepts are more widely valid. We will also employ
the term “commodity” in a generic, plain language sense. (So, reader beware!)
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1 Synopsis of Selected Energy
Markets and Structures

1.1 Challenges of modeling in energy markets

Although it is more than ten years old at the time of this writing, Eydeland and
Wolyniec (2003, hereafter denoted by EW) remains unparalleled in its presentation
of both practical and theoretical techniques for commodity modeling, as well as its
coverage of the core structured products in energy markets.1 We will defer much
discussion of the specifics of these markets to EW, as our focus here is on model-
ing techniques. However, it will still be useful to highlight some central features of
energy markets, to provide the proper context for the subsequent analysis.2

1.1.1 High volatilities/jumps

Energy markets are characterized by much higher volatilities than those seen in
financial or equity markets. Figure 1.1 provides an illustration.

It is worth noting that the general pattern (of higher commodity volatility) has
persisted even in the post-crisis era of collapsing volatilities across markets. In large
part, this situation reflects the time scales associated with the (physical) supply and
demand factors that drive the dynamics of price formation in energy markets. These
factors require that certain operational balances be maintained over relatively small
time horizons, and that the arrival of new information propagates relatively quickly.
Demand is a reflection of overall economic growth as well as stable (so to speak3)
drivers such as weather. Supply is impacted by the marginal cost of those factors
used in the production of the commodity in question. A familiar example is the
generation stack in power markets, where very hot or very cold weather can increase
demand to sufficiently high levels that very inefficient (expensive) units must be
brought online.4 See Figure 1.2. for a typical example.

The presence of high volatilities makes the problem of extracting useful informa-
tion from available data much more challenging, as it becomes harder to distinguish
signal from noise (in a sample of a given size). This situation is further exacerbated
by the fact that, in comparison to other markets, we often do not have much data
to analyze in the first place.

1
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Figure 1.2 Spot electricity prices.

Source: New England ISO (www.iso-ne.com).

1.1.2 Small samples

The amount of data, both in terms of size and relevance, available for statistical and
econometric analysis in energy markets is much smaller than that which exists in
other markets. For example, some stock market and interest rate data go back to the
early part of the 20th century. Useful energy data may only go back to the 1980s at
best.5 This situation is due to a number of factors.
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Commodity markets in general (and especially energy markets) have tradition-
ally been heavily regulated (if not outright monopolized) entities (e.g., utilities)
and have only relatively recently become sufficiently open where useful price his-
tories and time series can be collected.6 In addition (and related to prevailing and
historical regulatory structures), energy markets are characterized by geographical
particularities that are generally absent from financial or equity markets. A typical
energy deal does not entail exposure to natural gas (say) as such, but rather exposure
to natural gas in a specific physical location, e.g. the Rockies or the U.S. Northeast.7

Certain locations possess longer price series than others.
Finally, and perhaps most importantly, we must make a distinction between spot

and futures/forward8 prices. Since spot commodities are not traded as such (phys-
ical possession must be taken), trading strategies (which, as we will see, form the
backbone of valuation) must be done in terms of futures. The typical situation we
face in energy markets is that for most locations of interest, there is either much less
futures data than spot, or there is no futures data at all. The latter case is invari-
ably associated with illiquid physical locations that do not trade on a forward basis.
These include many natural gas basis locations or nodes in the electricity generation
system. However, even for the liquidly traded locations (such as Henry Hub natural
gas or PJM-W power), there is usually a good deal more spot data than futures data,
especially for longer times-to-maturity.

1.1.3 Structural change

Along with the relatively recent opening up of energy markets (in comparison to say,
equity markets), has come comparatively faster structural change in these markets.
It is well beyond the scope of this book to cover these developments in any kind
of detail. We will simply note some of the more prominent ones to illustrate the
point:

• the construction of the Rockies Express (REX) natural gas pipeline, bringing
Rockies gas into the Midwest and Eastern United States (2007–09)

• the so-called shale revolution in extracting both crude oil and natural gas (asso-
ciated with North Dakota [Bakken] and Marcellus, respectively; 2010–present)

• the transition of western (CAISO) and Texas (ERCOT) power markets from bi-
lateral/zonal markets to LMP/nodal markets (as prevail in the East; 2009–2010).

These developments have all had major impacts on price formation and dynamics
and, as a result, on volatility. In addition, although not falling under the cate-
gory of structural change as such, macro events such as the financial crisis of 2008
(leading to a collapse in commodity volatility and demand destruction) and regula-
tory/political factors such as Dodd-Frank (implemented after the Enron scandal in
the early 2000s and affecting various kinds of market participants) have amounted
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to kinds of regime shifts (so to speak) in their own right. The overall situation
has had the effect of exacerbating the aforementioned data sparseness issues. The
(relatively) small data that we have is often effectively truncated even more (if
not rendered somewhat useless) by structural changes that preclude the past from
providing any kind of guidance to the future.

1.1.4 Physical/operational constraints

Finally, we note that many (if not most) of the structures of interest in energy mar-
kets are heavily impacted by certain physical and operational constraints. Some of
these are fairly simple, such as fuel losses associated with flowing natural gas from
a production region to a consumer region, or into and out of storage. Others are
far more complex, such as the operation of a power plant, with dispatch sched-
ules that depend on fuel costs from (potentially) multiple fuel sources, response
curves (heat rates) that are in general a function of the level of generation, and
fixed (start-up) costs whose avoidance may require running the plant during un-
profitable periods.9,10 Some involve the importance of time scales (a central theme
of our subsequent discussion), which impact how we project risk factors of inter-
est (such as how far industrial load can move against us over the time horizon in
question).11

In general, these constraints require optimization over a very complex set of op-
erational states, while taking into account the equally complex (to say nothing of
unknown!) stochastic dynamics of multiple drivers. A large part of the challenge of
valuing such structures is determining how much operational flexibility must be ac-
counted for. Put differently, which details can be ignored for purposes of valuation?
This amounts to understanding the incremental contribution to value made by a
particular operational facet. In other words, there is a balance to be struck between
how much detail is captured, and how much value can be reasonably expected to be
gained. It is better to have approximations that are robust given the data available,
than to have precise models which depend on information we cannot realistically
expect to extract.

1.2 Characteristic structured products

Here we will provide brief (but adequately detailed) descriptions of some of the
more popular structured products encountered in energy markets. Again, EW
should be consulted for greater details.

1.2.1 Tolling arrangements

Tolling deals are, in essence, associated with the spread between power prices and
fuel prices. The embedded optionality in such deals is the ability to run the plant
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(say, either starting up or shutting down) only when profitable. The very simplest
form a tolling agreement takes is a so-called spark spread option, with payoff given
by

(PT −H ·GT −K)+ (1.1)

with the obvious interpretation of P as a power price and G as a gas price (and
of course x+ ≡ max(x, 0). The parameters H and K can be thought of as corre-
sponding to certain operational costs, specifically a heat rate and variable operation
and maintenance (VOM), respectively12 The parameter T represents an expira-
tion or exercise time. (All of the deals we will consider have a critical time horizon
component.)

Of course, tolling agreements usually possess far greater operational detail than
reflected in (1.1). A power plant typically entails a volume-independent cost for
starting up (that is, the cost is denominated in dollars, and not dollars per unit of
generation),13 and possibly such a cost for shutting down. Such (fixed) costs have
an important impact on operational decisions; it may be preferable to leave the
plant on during uneconomic periods (e.g., overnight) so as to avoid start-up costs
during profitable periods (e.g., weekdays during business hours). In general, the
pattern of power prices differs by temporal block, e.g., on-peak vs. off-peak. In fact,
dispatch decisions can be made at an hourly resolution, a level at which no market
instruments settle (a situation we will see also prevails for load following deals).
There are other complications. Once up, a plant may be required to operate at some
(minimum) level of generation. The rate at which fuel is converted to electricity will
in general be dependent on generation level (as well as a host of other factors that
are typically ignored). Some plants can also operate using multiple fuel types. There
may also be limits on how many hours in a period the unit can run, or how many
start-ups it can incur. Finally, the very real possibility that a unit may fail to start or
fail to operate at full capacity (outages and derates, resp.) must be accounted for.

The operational complexity of a tolling agreement can be quite large, even when
the contract is tailored for financial settlement. It remains the case, however, that
the primary driver of value is the codependence of power and fuel and basic spread
structures such as (1.1). The challenge we face in valuing tolling deals (or really any
other deal with much physical optionality) is integrating this operational flexibility
with available market instruments that, by their nature, do not align perfectly with
this flexibility. We will see examples in later chapters, but our general theme will
always be that it is better to find robust approximations that bound the value from
below,14 than to try to perform a full optimization of the problem, which imposes
enormous informational requirements that simply cannot be met in practice. Put
differently, we ask: how much operational structure must we include in order to
represent value in terms of both market information and entities (such as realized
volatility or correlation) that can be robustly estimated? Part of our objective here
is to answer this question.
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1.2.2 Gas transport

The characteristic feature of natural gas logistics is flow from regions where gas
is produced to regions where it is consumed. For example, in the United States
this could entail flow from the Rockies to California or from the Gulf Coast to the
Northeast. The associated optionality is the ability to turn off the flow when the
spread between delivery and receipt points is negative. There are, in general, (vari-
able) commodity charges (on both the receipt and delivery ends), as well as fuel
losses along the pipe. The payoff function in this case can be written

(
DT − 1

1− f
RT −K

)+
(1.2)

where R and D denote receipt and delivery prices respectively, K is the (net)
commodity charge, and f is the fuel loss (typically small, in the 1–3% range).15

Although transport is by far the simplest16 structure we will come across in this
book, there are some subtleties worth pointing out.

In U.S. natural gas markets, most gas locations trade as an offset (either positive
or negative) to a primary (backbone or hub) point (NYMEX Henry Hub). This
offset is referred to as the basis. In other words, a leg (so to speak) price L can
be written as L = N + B where N is the hub price and B is the basis price. Thus,
transacting (forward) basis locks in exposure relative to the hub; locking in total
exposure requires transacting the hub, as well. Note that (1.2) can be written in
terms of basis as (

BD
T −

1

1− f
BR

T −
f

1− f
NT −K

)+
(1.3)

Thus, if there are no fuel losses (f = 0), the transport option has no hub depen-
dence. Hence, the transport spread can be locked in by trading in basis points only.
Alternatively, (1.3) can be written as

(
BD

T −BR
T −K − f

1− f
RT

)+
≈ (BD

T −BR
T −K)+− f

1− f
RT ·H(BD

T −BR
T −K)

(1.4)
We thus see that transport options are essentially options on a basis spread, and
not a price spread as such. (Mathematically, we might say that a Gaussian model is
more appropriate than a lognormal model.) Decomposing the payoff structure as
in (1.4) we see that the optionality consists of both a regular option and a digital
option, as well. We emphasize these points because they illustrate another basic
theme here: market structure is critical for proper valuation of a product. Looking
at leg prices can be misleading because in general (depending on the time horizon)
the hub is far more volatile than basis. Variability in the leg often simply reflects
variability in the hub. This is of course a manifestation of differences in liquidity,
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which as we will see is a critical factor in valuation. For transport deals with no (or
small) fuel costs, hedging (which is central to valuation through replication) will
be conducted purely through basis, and care must be taken to not attribute value
to hub variability.17 These points are illustrated in Figure 1.3.18 The implications
here concern not simply modeling but (more importantly) the identification of the
relevant exposure that arises from hedging and trading around such structures.

1.2.3 Gas storage

Another common gas-dependent structure is storage. Due to seasonal (weather-
driven) demand patterns, it is economically feasible to buy gas in the summer (when
it is relatively cheap), physically store it, and sell it in the winter (when it is relatively
expensive). The embedded optionality of storage is thus a seasonal spread option:

(
(1− fwdr)P

wdr
T − 1

1− finj
P

inj
T −K

)+
(1.5)

As with transport, there are typically fuel losses (on both injection and withdrawal),
as well as (variable) commodity charges (on both ends, aggregated as K in (1.5).
However, unlike transport, there is no common backbone or hub involved in the
spread in (1.5), and the underlying variability is between leg prices (for different
temporal flows19).
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One may think of the expression in (1.5) as generically representing the seasonal
structure of storage. More abstractly, storage embodies a so-called stochastic con-
trol problem, where valuation amounts to (optimally) choosing how to flow gas in
and out of the facility over time:

−
T∫

t

qs(f(qs ,Qs)Ss+ c(qs ,Qs))ds , Q̇= q (1.6)

where q denotes a flow rate (negative for withdrawals, positive for injections), Q is
the inventory level, S is a spot price, and f and c are (action- and state-dependent)
fuel and commodity costs, respectively. A natural question arises. The formulations
of the payoffs in (1.5) and (1.6) appear to be very different; do they in fact represent
very different approaches to valuation, or are they somehow related? As we will see
in the course of our discussion, there is in fact a connection. The formulation in
(1.5) can best be understood in terms of traded (monthly) contracts that can be
used to lock in value through seasonal spreads, and in fact more generally through
monthly optionality that can be captured as positions are rebalanced in light of
changing price spreads (e.g., a Dec–Jun spread may become more profitable than
a Jan–Jul spread). In fact, once monthly volumes have been committed to, one is
always free to conduct spot injections/withdrawals. We will see that the question of
relating the two approaches (forward-based vs. spot-based) comes down to a ques-
tion of market resolution (or more accurately the resolution of traded instruments).
Put roughly, as the resolution of contracts becomes finer (e.g., down to the level of
specific days within a month), the closer the two paradigms will come.

As with tolling, there can be considerable operational constraints with storage
that must be satisfied. The most basic form these constraints take are maximum
injection and withdrawal rates. These are typically specified at the daily level, but
they could apply over other periods as well, such as months. Other volumetric con-
straints are inventory requirements; for example, it may be required that a facility
be completely full by the end of October (i.e., you cannot wait until November to
fill it up) or that it be at least 10% full by the end of February (i.e., you cannot com-
pletely empty it before March). These kinds of constraints are actually not too hard
to account for. A bit more challenging are so-called ratchets, which are volume-
dependent flow rates (for injection and/or withdrawal). For example, an injection
rate may be 10,000 MMBtu/day until the unit becomes half full, at which point the
injection rate drops to 8,000 MMBtu/day. We will see that robust lower bound valu-
ations can be obtained by crafting a linear programming problem in terms of spread
options such as (1.5). The complications induced by ratchets effectively render the
optimization problem nonlinear. As we stated with tolling, our objective will be to
understand how much operational detail is necessary for robust valuation.
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1.2.4 Load serving

The final structured product we will illustrate here differs from those we have just
considered in that it does not entail explicit spread optionality. Load-serving deals
(also known as full requirements deals) are, as the name suggests, agreements to
serve the electricity demand (load) in a particular region for a particular period of
time at some fixed price. The central feature here is volumetric risk: demand must
be served at every hour of every day of the contract period, but power typically only
trades in flat volumes for the on- and off-peak blocks of the constituent months.
(Load does not trade at all.) Hedging with (flat) futures generally leaves one under-
hedged during periods of higher demand (when prices are also generally higher)
and over-hedged during periods of lower demand (when prices are also generally
lower).

Of obvious interest is the cost-to-serve, which is simply price multiplied by
load.20 On an expected value basis, we have the following useful decomposition:

Et LT ′PT ′ = Et ET (LT ′ −ET LT ′ +ET LT ′)(PT ′ −ET PT ′ +ET PT ′)

= Et [ET (LT ′ −ET LT ′)(PT ′ −ET PT ′)+ET LT ′ ·ET PT ′] (1.7)

Alternatively, we can write

Et (LT ′ −Et LT ′)(PT ′ −Et PT ′)

= Et ET (LT ′ −ET LT ′ +ET LT ′ −Et LT ′)(PT ′ −ET PT ′ +ET PT ′ −Et PT ′)

= Et [ET (LT ′ −ET LT ′)(PT ′ −ET PT ′)+ (ET LT ′ −Et LT ′)(ET PT ′ −Et PT ′)]
(1.8)

In the expressions (1.7) and (1.8), t is the current time, T ′ is a representative
time within the term (say, middle of a month), and T is a representative in-
termediate time (say, beginning of a month). These decompositions express the
expected value of the cost-to-serve, conditioned on current information, in terms
of expected values conditioned on intermediate information. For example, from
(1.7), we see that the expected daily cost-to-serve (given current information) is
the expected monthly cost-to-serve Et [ET LT ′ ·ET PT ′] plus a cash covariance term
Et [ET (LT ′ −ET LT ′)(PT ′ −ET PT ′)]. (By cash we mean intra-month [say], condi-
tional on information prior to the start of the monthly.) This decomposition is
useful because we often have market-supplied information over these separate time
horizons (e.g., monthly vs. cash) that can be used for both hedging and information
conditioning. (A standard approach is to separate a daily volatility into monthly and
cash components.)

It is helpful to see the role of the covariance terms from a portfolio perspective.
Recall that the deal consists of a fixed price PX (payment received for serving the
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load), and assume we put on a (flat) price hedge (with forward price PF ) at expected
load (L):

�=−LT ′PT ′ +LT ′PX +L(PT ′ −PF)= PF L

(
LT ′

L
− 1

)(
PT ′

PF
− 1

)
+ (PX −PF)LT ′

(1.9)
Since changes in (expected) price and load and typically co-move, we see from (1.9)
that the remaining risk entails both over- and under-hedging (as already noted).
The larger point to be made, however, is that in many deals the (relative) covaria-

tion contribution
(

LT ′
L
− 1
)(

PT ′
PF
− 1
)

covaries with realized price volatility.21 (This

behavior is typically seen in industrial or commercial load deals [as opposed to res-
idential]). Thus, an option/vega hedge (i.e., an instrument that depends on realized
volatility) can be included in the portfolio. As such, this relative covariation is not
a population entity, but rather a pathwise entity. The fixed price PX must then be
chosen to not only finance the purchase of these option positions, but to account for
residual risk, as well. Of course, this argument assumes that power volatility trades
in the market in question; this is actually often not the case, as we will see shortly.
However, in many situations one has load deals as part of a larger portfolio that
includes tolling positions, as well, the latter of which have a “natural” vega com-
ponent, so to speak. There is thus the possibility of exploiting intra-desk synergy
between the two structures, and indeed, without complementary tolling positions
load following by itself is not a particularly viable business (unless one has comple-
mentary physical assets such as generation [e.g., as with utilities]).22 What we see
here is a theme we will continue to develop throughout this book: the notion of
valuation as a portfolio construction problem.

A final point we should raise here is the question of expected load. As already
noted, load does not trade, so not only can load not be hedged, there are no forward
markets whose prices can be used as any kind of projection of load. Thus, we must
always perform some estimation of load. We will begin discussing econometric is-
sues in Chapter 2 (and further in Chapter 6), but we wish to note here two points.
First, the conditional decomposition between monthly and cash projections proves
quite useful for approaching the problem econometrically. We often have a good
understanding of load on a monthly basis, and can then form estimates conditional
on these monthly levels (e.g., cash variances,23 etc.). Furthermore, we may be able
to reckon certain intra-month (cash) properties of load robustly by conditioning on
monthly levels. Second, load is an interesting example of how certain time scales (a
central theme in this work) come into play. Some loads (residential) have a distinct
seasonal structure, as they are driven primarily by weather-dependent demand.
After such effects are accounted for, there is a certain residual structure whose infor-
mational content is a function of the time horizon in question. Currently, high or
low demand relative to “normal” levels will generally affect our projections of future
levels (again, relative to normal) inversely with time horizon.24 On the other hand,
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other load types (industrial or commercial) generally do not display sharp seasonal
patterns, and are dominated by the responsiveness of customers to price and switch-
ing of providers (so-called migration). These loads (perhaps not surprisingly) have
statistical properties more reminiscent of financial or economic time series such as
GDP.25 The informational content of such load observations accumulates directly
with time horizon. We will give more precise meaning to these notions in Chapter 2.

1.3 Prelude to robust valuation

In this brief overview of energy markets and structures, we have already managed
to introduce a number of important concepts that will receive fuller exposition in
due course. Chief among these are the following facts:

• The perfect storm of small data sets, high volatility, structural change, and op-
erational complexity make it imperative that modeling and analysis properly
balance costs and benefits.

• Structured products do not appear ab initio but always exist within the context
of a certain (energy) market framework that only permits particular portfolios
to be formed around those structures.

These points are actually not unrelated. The fact that we have only specific market
instruments available to us means that we can approach a given structured product
from the point of view of replication or relative valuation, which of course means a
specific kind of portfolio formation. Since different portfolios create different kinds
of exposure, it behooves us to identify those portfolios whose resulting exposure
entails risks we are most comfortable with.

More accurately, these risks are residual risks, i.e., the risks remaining after some
hedges have been put on.26 Portfolio constructs or hedging strategies that require
information that cannot be reliably obtained from the available data are not par-
ticularly useful, and must be strenuously avoided. We will have much more to say
about valuation as portfolio formation in Chapter 3. Before that, we will first turn to
the precursor of the valuation problem, namely the identification of entities whose
estimation can be robustly performed given the data constraints we inevitably face
in energy markets.


