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Cloud computing is a new paradigm for delivering information services to end users, 
offering distinct advantages over traditional IS/IT deployment models, including being 
more economical and offering a shorter time to market. Cloud computing is defined  
by a handful of essential characteristics: on-demand self service, broad network access, 
resource pooling, rapid elasticity, and measured service. Cloud providers offer a variety 
of service models, including infrastructure as a service, platform as a service, and 
software as a service; and cloud deployment options include private cloud, community 
cloud, public cloud and hybrid clouds. End users naturally expect services offered via 
cloud computing to deliver at least the same service reliability and service availability 
as traditional service implementation models. This book analyzes the risks to cloud-
based application deployments achieving the same service reliability and availability 
as traditional deployments, as well as opportunities to improve service reliability and 
availability via cloud deployment. We consider the service reliability and service avail-
ability risks from the fundamental definition of cloud computing—the essential char-
acteristics—rather than focusing on any particular virtualization hypervisor software or 
cloud service offering. Thus, the insights of this higher level analysis and the recom-
mendations should apply to all cloud service offerings and application deployments. 
This book also offers recommendations on architecture, testing, and engineering dili-
gence to assure that cloud deployed applications meet users’ expectations for service 
reliability and service availability.

Virtualization technology enables enterprises to move their existing applications 
from traditional deployment scenarios in which applications are installed directly on 
native hardware to more evolved scenarios that include hardware independence and 
server consolidation. Use of virtualization technology is a common characteristic of 
cloud computing that enables cloud service providers to better manage usage of their 
resource pools by multiple cloud consumers. This book also considers the reliability 
and availability risks along this evolutionary path to guide enterprises planning the 
evolution of their application to virtualization and on to full cloud computing enable-
ment over several releases.

AUDIENCE

The book is intended for IS/IT system and solution architects, developers, and engi-
neers, as well as technical sales, product management, and quality management 
professionals.

INTRODUCTION
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ORGANIZATION

The book is organized into three parts: Part I, “Basics,” Part II, “Analysis,” and Part 
III—,“Recommendations.” Part I, “Basics,” defines key terms and concepts of cloud 
computing, virtualization, service reliability, and service availability. Part I contains 
three chapters:

•	 Chapter 1, “Cloud Computing.”  This book uses the cloud terminology and 
taxonomy defined by the U.S. National Institute of Standards and Technology. 
This chapter defines cloud computing and reviews the essential and common 
characteristics of cloud computing. Standard service and deployment models of 
cloud computing are reviewed, as well as roles of key cloud-related actors. Key 
benefits and risks of cloud computing are summarized.

•	 Chapter 2, “Virtualization.”  Virtualization is a common characteristic of cloud 
computing. This chapter reviews virtualization technology, offers architectural 
models for virtualization that will be analyzed, and compares and contrasts “vir-
tualized” applications to “native” applications.

•	 Chapter 3, “Service Reliability and Service Availability.”  This chapter defines 
service reliability and availability concepts, reviews how those metrics are mea-
sured in traditional deployments, and how they apply to virtualized and cloud 
based deployments. As the telecommunications industry has very precise stan-
dards for quantification of service availability and service reliability measure-
ments, concepts and terminology from the telecom industry will be presented in 
this chapter and used in Part II, “Analysis,” and Part III, “Recommendations.”

Part II, “Analysis,” methodically analyzes the service reliability and availability risks 
inherent in application deployments on cloud computing and virtualization technology 
based on the essential and common characteristics given in Part I.

•	 Chapter 4, “Analyzing Cloud Reliability and Availability.”  Considers the service 
reliability and service availability risks that are inherent to the essential and 
common characteristics, service model, and deployment model of cloud com-
puting. This includes implications of service transition activities, elasticity, and 
service orchestration. Identified risks are analyzed in detail in subsequent chap-
ters in Part II.

•	 Chapter 5, “Reliability Analysis of Virtualization.”  Analyzes full virtualization, 
OS virtualization, paravirtualization, and server virtualization and coresidency 
using standard reliability analysis methodologies. This chapter also analyzes the 
software reliability risks of virtualization and cloud computing.

•	 Chapter 6, “Hardware Reliability, Virtualization, and Service Availability.”  This 
chapter considers how hardware reliability risks and responsibilities shift as 
applications migrate to virtualized and cloud-based hardware platforms, and how 
hardware attributed service downtime is determined.

•	 Chapter 7, “Capacity and Elasticity.”  The essential cloud characteristic of 
rapid elasticity enables cloud consumers to dispense with the business risk of 
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locking-in resources weeks or months ahead of demand. Rapid elasticity does, 
however, introduce new risks to service quality, reliability, and availability that 
must be carefully managed.

•	 Chapter 8, “Service Orchestration Analysis.”  Service orchestration automates 
various aspects of IT service management, especially activities associated with 
capacity management. This chapter reviews policy-based management in the 
context of cloud computing and considers the associated risks to service reli-
ability and service availability.

•	 Chapter 9, “Geographic Distribution, Georedundancy, and Disaster Recovery.” 
Geographic distribution of application instances is a common characteristic of 
cloud computing and a best practice for disaster recovery. This chapter considers 
the service availability implications of georedundancy on applications deployed 
in clouds.

Part III, “Recommendations,” considers techniques to maximize service reliability 
and service availability of applications deployed on clouds, as well as the design for 
reliability diligence to assure that virtualized applications and cloud based solutions 
meet or exceed the service reliability and availability of traditional deployments.

•	 Chapter 10, “Applications, Solutions and Accountability.”  This chapter consid-
ers how virtualized applications fit into service solutions, and explains how 
application service downtime budgets change as applications move to the cloud. 
This chapter also proposes four measurement points for service availability, and 
discusses how accountability for impairments in each of those measurement 
points is attributed.

•	 Chapter 11, “Recommendations for Architecting a Reliable System.”  This 
chapter covers architectures and techniques to maximize service availability and 
service reliability via virtualization and cloud deployment. A simple case study 
is given to illustrate key architectural points.

•	 Chapter 12, “Design for Reliability of Virtualized Applications.”  This chapter 
reviews how design for reliability diligence for virtualized applications differs 
from reliability diligence for traditional applications.

•	 Chapter 13, “Design for Reliability of Cloud Solutions.”  This chapter reviews 
how design for reliability diligence for cloud deployments differs from reliability 
diligence for traditional solutions.

•	 Chapter 14, “Summary.”  This gives an executive summary of the analysis, 
insights, and recommendations on assuring that reliability and availability of cloud- 
based solutions meet or exceed the performance of traditional deployment.
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