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Introduction

1 Background

The present anthology has its origin in an international conference that was arranged
at the Swedish Collegium for Advanced Studies (SCAS) in Uppsala, May 5–8, 2009,
“Philosophy and Foundations of Mathematics: Epistemological and Ontological
Aspects”. The conference was dedicated to Per Martin-Löf on the occasion of his
retirement.

The aim of the conference was to bring together philosophers, mathematicians,
and logicians to penetrate both current and historically important problems in
the philosophy and foundations of mathematics. Starting with the pioneering
work of Dag Prawitz and Per Martin-Löf in the 1960s, Swedish logicians and
philosophers have made important contributions to the foundations and philosophy
of mathematics. In philosophy, one has been concerned with the opposition between
constructivism and classical mathematics and the different ontological and episte-
mological views that are reflected in this opposition. Swedish logicians have made
significant contributions to the foundations of mathematics, for example, in proof
theory, proof-theoretic semantics, and constructive type theory. These contributions
have had a strong impact on computer science, for example, through Martin-Löf’s
intuitionistic type theory (MLTT), particularly in programming languages and proof
assistants.

A suggested basis for the discussions during the conference was current foun-
dational frameworks for mathematics. These frameworks give rise to – and some
of them purport to solve – important epistemological and ontological problems
about mathematics. The dominant, or “mainstream”, foundational framework for
current mathematics is based on classical logic and set theory with the axiom
of choice. Within this framework, a mathematical proof is considered rigorous if
it can be formalized in Zermelo-Fraenkel set theory (ZFC), at least in principle.
This framework is, however, laden with philosophical difficulties. Set-theoretic
Platonism involves a transfinite hierarchy of infinite sets and is associated with
serious epistemological problems. Moreover, the encoding of mathematical entities

vii



viii Introduction

as iterative sets is unnatural and arbitrary and is not in accordance with standard
mathematical practice. Two alternative foundational programmes that are actively
pursued today are (1) predicativistic constructivism and (2) category-theoretic
foundations:

1. Predicativistic constructivism can be based on MLTT, Aczel-Myhill’s con-
structive set theory, or similar systems. The practice of the Bishop school of
constructive mathematics fits well into this framework. Associated philosophical
foundations are meaning theories in the tradition of Wittgenstein, Dummett,
Prawitz, and Martin-Löf. What is the relationship between proof-theoretical
semantics in the tradition of Gentzen, Prawitz, and Martin-Löf, on the one
hand, and Wittgensteinian or other accounts of meaning-as-use, on the other
hand? What can proof-theoretical analysis tell us about the scope and limits
of constructive and (generalized) predicative mathematics? To what extent is
it possible to reduce classical mathematical frameworks to constructive ones?
Such reductions often reveal computational content of classical existence proofs.
Is computational content enough to solve the epistemological questions?

2. Category-theoretic foundations are closely related to a structural vision of
mathematics, where the unity of mathematics is obtained through a systematic
use of abstraction, enabling transfer of results between seemingly unrelated
fields. This has its historical roots in the works of Dedekind and Hilbert. In
certain areas of mathematical practice, structuralism is strongly manifested
through the extensive use of category theory. Structuralism can also be taken
as an ontological view. What is the relationship between structuralism as a
way of practicing mathematics and the philosophical point of view that goes
under the same name? And what is the relationship between category theory and
structuralism as a philosophy of mathematics?

Similarities between type theory and category theory have been observed and
exploited since the early 1970s in the form of topos theory. Developments of various
forms of “algebraic” set theory (Lawvere, Joyal, Moerdijk) suggest that mathemat-
ics can be fruitfully based on category theory. Philosophical critics of category
theory as a foundation of mathematics include Feferman and Kreisel. Hellman
and Shapiro have proposed alternative foundational frameworks for structuralist
mathematics. Such systems may, for instance, be based on modal concepts and may
be eliminatory with respect to higher-order mathematical objects. It is of interest
to discuss structuralist views in the philosophy of mathematics in connection with
developments in topos theory and category theory.

The conference was successful in bringing together a number of internationally
renowned mathematicians and philosophers around common concerns. Most of the
papers in this collection originate from the Uppsala Conference, but a few additional
papers of relevance to the issues discussed there have been solicited especially for
this volume.
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2 Martin-Löf: Pioneer and Land Clearer

“Per Martin-Löf, incomparable défricheur”, Jean-Yves Girard writes in the dedica-
tion in the beginning of his contribution to this volume. It is as a pioneer and “land
clearer” that we know Martin-Löf – one of the principal clarifiers of the syntax and
semantics of constructive mathematics.

Martin-Löf’s work began already in the 1960s with an important contribution
to the foundations of algorithmic randomness, while studying with Andrei Kol-
mogorov, forerunner in foundations of both probability and constructivism. With
his Ph.D. thesis, “Notes on Constructive Mathematics” 1968, Martin-Löf’s long
exploration of the foundations of constructive mathematics started. We refer to
Göran Sundholm’s article for a comprehensive account of the development of this
journey and of Martin-Löf’s philosophical outlook. We also refer to Dag Prawitz’
article that discusses Martin-Löf’s philosophy in a more critical vein.

Martin-Löf’s work ranges over several fields: not only constructive mathematics,
mathematical logic, and philosophy but also statistics and, not least, the founda-
tions of computer science. His influential paper “Constructive Mathematics and
Computer Programming” from 1979 explains why “constructive mathematics and
computer programming are the same” and why “intuitionistic type theory is a
programming language”. Shortly after that paper was written, computer scientists
in Göteborg and at Cornell University started putting Martin-Löf’s ideas into
practice. Among other things, several “proof editors” or “proof assistants” based on
intuitionistic type theory were developed. These are computer systems, which can
be used both for formalizing constructive mathematics and for developing programs
satisfying given specifications.

Intuitionistic type theory as presented in “Constructive Mathematics and Com-
puter Programming” had an extensional equality, but did not satisfy the normaliza-
tion and decidability properties of his original proposals. Martin-Löf considered
this unsatisfactory, and in 1986 the theory was again revised. By changing the
rules for equality, he made it “intensional” and recovered the normalization and
decidability properties. Moreover, he separated an underlying “theory of types”,
a lambda calculus with dependent types providing a “logical framework”, from a
“theory of sets”. The decidability of the judgements was exploited by many of the
proof assistants for the theory, which were soon to be implemented. Intuitionistic
type theory had now found its final form, although it has later been extended and
modified in many ways by computer scientists to make it more practical. Examples
of such languages based on intuitionistic type theory are ALF, Agda, and Epigram,
and their impredicative cousins, such as Coq. These are all functional languages
with dependent types, which incorporate a number of useful programming language
features including general methods for inductive definitions and pattern matching,
and modules systems.

During the 1980s, Martin-Löf also dedicated much of his time to the theory
of choice sequences (infinite streams in the terminology of computer science). He
developed his own approach to domain theory in 1983–1984 based on Dana Scott’s
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neighbourhood systems and information systems. This domain theory models
an extension of intuitionistic type theory with partial computations and infinite
streams. He also investigated nonstandard analysis and developed in “Mathematics
of Infinity” a nonstandard type theory based on the identification of propositions and
types. The idea of “formal neighbourhoods” in Martin-Löf’s approach to domain
theory was also a first step towards the formal topology, which he began developing
together with Giovanni Sambin.

3 Contributions to This Volume

We have divided this book into two parts. In the first part, we have collected papers
on a more philosophical and nontechnical nature.

3.1 Part I: Philosophy of Logic and Mathematics

Many of the papers in the first part of the book concern various versions of
constructivism. Mark van Atten investigates the roots of Brouwerian intuitionism in
Kant’s philosophy of mathematics. According to Kant, a mathematical entity exists
only if it is in principle constructible in human intuition, which by its very nature is
finite. On Kant’s view,

p
2 exists as a geometrical magnitude, but not as a number.

Brouwer, on the other hand, identified the irrational number
p

2 with a potentially
infinite sequence of rational numbers. Van Atten discusses the systematic reasons
why in Kant’s philosophy this identification is impossible.

A special restrictive form of constructivism going back to Leopold Kronecker
(1823–1891) is finitism, according to which (1) the natural numbers are taken as
primitive, (2) all other mathematical objects ought to be constructed by finitary
means from the natural numbers, and (3) all statements about numbers ought
to be decidable algorithmically in finitely many steps. In his paper, W. W. Tait
discusses Skolem’s Primitive Recursive Arithmetic (PRA), which can be viewed
as a formal realization of Kronecker’s finitist programme for arithmetic. PRA does
not contain bound variables, induction is over quantifier free expressions only, and
definition of functions by primitive recursion is freely allowed. Tait discusses the
historical roots of PRA, its relationship to the requirement of Hilbert’s programme
that metamathematical proofs of consistency be finitary, and its relation to Kant’s
philosophy of mathematics.

Gödel’s two incompleteness theorems obviously had a profound influence on
Hilbert’s finitist consistency programme for classical mathematics. Wilfried Sieg’s
contribution aims at a nuanced and deepened understanding of how Gödel’s results
affected a transformation in proof theory between 1930 and 1934. The starting point
is Gödel’s announcement of a restricted form of his first incompleteness theorem in
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Königsberg on 7 September 1930 and the endpoint is the first consistency proof
for full arithmetic that Gentzen completed in December 1934. Sieg argues that
Hilbert played a significant role in the development between these points. In his last
publication “Beweis des tertium non datur” from 1931, Hilbert responds to Gödel’s
second incompleteness theorem – without mentioning Gödel (!) – and presented
novel directions and concrete problems that needed to be addressed. Gentzen did
resolve the problems in surprising new ways, but according to Sieg fully in the spirit
of Hilbert’s view that true contentual thinking consists in operations on proofs. The
main point is that there is genuine continuity between Hilbert’s “old” proof theory
and the “new” proof theory initiated by Gentzen.

Dag Prawitz discusses the question whether – from an intuitionist point of view –
logic is in essence epistemological or ontological. To be more specific: Are the
concepts of truth and proof epistemological or ontological? Prawitz is especially
concerned with examining Martin-Löf’s views on this matter. Mathematical in-
tuitionists are usually taken to view both proof and truth as epistemic concepts.
That proof is an epistemic concept seems to be fairly uncontroversial, and since
intuitionists define the truth of a proposition as the existence of a proof of it, it
seems to follow that truth is also an epistemic notion. In his paper, Prawitz argues
that Martin-Löf has changed his mind on this issue. Originally he held to the
standard intuitionist view that both proof and truth are epistemic concepts. But this
does not seem to be Martin-Löf’s present opinion. Martin-Löf makes a distinction
between two senses of proof, one ontological and one epistemological. Proofs in the
ontological sense he calls proof-objects, and proofs in the epistemological sense he
calls demonstrations. What intuitionists refer to as “proofs” in their explanations
of meaning and truth for propositions should properly be understood as proof-
objects, not demonstrations. But then it seems to follow that both truth and proof in
intuitionism are ontological concepts. Prawitz gives a critical examination of what
he takes to be Martin-Löf’s reasons for adopting this view.

Two papers in this collection concern Wittgenstein’s philosophy of mathematics.
Sören Stenlund discusses Wittgenstein’s philosophy of mathematics in the “middle
period” (roughly 1929–1936). Stenlund is concentrating on the change in Wittgen-
stein’s thinking that takes place mainly in the beginning of the 1930s. By examining
certain crucial features in this change, he tries to show that Wittgenstein received
decisive impulses and ideas from new developments in mathematics and natural
science at the time. Hertz, Hilbert, and Einstein are important sources of inspiration.
Stenlund argues that these ideas affected not only Wittgenstein’s thinking about
mathematics but also his thinking about language and the nature of philosophy in
general.

Juliet Floyd discusses a series of remarks that Wittgenstein wrote on July 30,
1947. It begins with the remark “Turing’s ‘machines’: these machines are humans
who calculate. And one might express what he says also in the form of games”.
Immediately after his remark about “Turing’s machines”, Wittgenstein formulates
what he calls a “variant” of Cantor’s diagonal proof. Wittgenstein’s argument has
the form of a language game that involves a rule, which is circular and cannot be



xii Introduction

executed. Floyd presents and assesses Wittgenstein’s variant, claiming that it is a
distinctive form of proof, and an elaboration rather than a rejection of Turing or
Cantor.

In Sambin’s article, we find a discussion on how “real” and “ideal” are treated
differently in relation to constructive and classical mathematics. He shows that the
communication between the two is much stronger in the constructive stance and
exemplifies with constructive topology and his and Maietti’s so-called Minimalist
Foundations.

Jan Smith’s paper is a contribution to evolutionary epistemology. The question
discussed here is whether our ability to reason logically and develop mathematics
can be explained in evolutionary terms. Smith also poses the question, “Given that
evolution explains why there is mathematics, can it single out any of the views
on the foundations of mathematics as the correct one?” His answer is negative,
“Although Formalism, Platonism and Intuitionism have very different explanations
of mathematics, it seems to me to be possible for a devotee of any of them to argue
for an evolutionary origin”.

3.2 Part II: Foundations

We now turn to the contributions to the second part of the book.
The first constructive versions of Zermelo-Fraenkel Set Theory arose in the

work of Harvey Friedman and John Myhill. Myhill introduced a theory called
Constructive Set Theory intended to be able to formalize Bishop-style construc-
tive mathematics. It was based on intuitionistic logic and avoided impredicative
construction principles such as power sets and full separation. A convincing
argument for it being truly constructive and predicative (in the generalized sense)
was given by Peter Aczel, who constructed a model of the theory inside Martin-
Löf’s Intuitionistic Type Theory (MLTT). Based on this model, he developed the
axioms further to what is now commonly called Constructive ZF (CZF), or Aczel-
Myhill Set Theory, and taken to be one of the standard systems for formalizing
constructive mathematics. Aczel’s model, viewing sets as (infinitary) trees and their
equality governed by bisimilarity, has proved very fruitful and flexible. It gives a
standard method for comparing type theories and set theories. Rathjen’s contribution
“Constructive Zermelo-Fraenkel Set Theory, Power Sets and the Calculus of
Constructions” deals with the extension of CZF with power sets and its relation
to a type theory akin to Coquand and Huet’s Calculus of Constructions, as well as
an extension of Kripke-Platek set theory.

Väänänen argues in the contribution “Second Order Logic, Set Theory and
Foundations of Mathematics” that the difference between classical second-order
logic and set theory is, contrary to widespread belief, illusory when it comes to
questions of categoricity.

The view that Category Theory gives a good realization of structuralist phi-
losophy of mathematics has been well defended by several authors such as
Colin McLarty and Steve Awodey. A first case demonstrating this was Lawvere’s
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Elementary Theory of the Category of Sets (ETCS) from 1964. In the contribution
by Palmgren, a constructive version of ETCS is investigated. It is related to Bishop’s
informal set theory that was presented by Bishop in 1967. Bishop was essentially
taking a type-theoretic view of sets, namely that a set is a type together with
a defined equivalence relation, that is, in modern parlance a setoid. The setoids
of a type theory behaves largely as sets from a category-theoretic point of view,
depending of course on axioms on the underlying type theory. A perhaps surprising
feature of MLTT is that the axiom of choice is a theorem of the theory. It is
a triviality when understood that it refers to choices over types and that the
existential quantifier is interpreted by the †-type construction. However, to make
this version of choice valid for setoids, one needs a uniform method of introducing
minimal equivalence relations on types. This is what the identity types of MLTT
do. These constructions do more than was probably intended: the identity types
of standard (intensional) MLTT introduce a natural groupoid structure on types,
as was discovered by Hofmann and Streicher in 1994. A groupoid is the category
where all arrows are invertible. It can be considered as a common generalization of
a group and an equivalence relation and figures prominently in Homotopy Theory,
as groupoids of paths in space. Around 2005–2006 Steve Awodey and Vladimir
Voevodsky discovered, independently, a deeper and surprising relation between
homotopy theory and MLTT. Awodey gives in his contribution “Type Theory and
Homotopy Theory” an overview of this active field of research.

There are at least two major classes of models for constructive systems. One may
be called the realizability class, which includes the Brouwer-Heyting-Kolmogorov
interpretation, and which often give computational interpretation to the system.
Another may loosely be called the forcing class of models, which include Kripke-
and Beth-semantics and more generally sheaf models. Models of this class are
often devoid of direct computational sense, but are instead capable of expressing
epistemic states. However, Coquand and Jaber show in their contribution that
certain forcing models of type theory can indeed be given natural computational
interpretations.

Girard started his programme Geometry of Interaction to give interpretations of
dynamical aspects of logic, such as Gentzen’s cut-elimination, in terms of operator
algebras. In his contribution “Normativity in logic”, he considers the application of
this method to an example of computational complexity.

The meaning explanations of MLTT are discussed in Dybjer’s contribution to this
volume and are considered from a program testing point of view. A type-theoretic
judgement is interpreted as a conjecture about program correctness that can be tested
by computing the output of the program for all inputs that are possible to generate.
Furthermore, testing of higher-order functions becomes an interactive process akin
to game semantics.

Logical semantics of natural languages was pioneered by Frege and further
developed in detail by Montague using an extension of classical simple type
theory, Montague’s intensional logic. Aarne Ranta started, as a student of Martin-
Löf, to investigate what MLTT with its rich structure of contexts and dependent
types could say more about natural languages. Notable successes include the
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treatment of anaphora and discourses. Ranta has since then developed a type theory,
the Grammatical Framework (GF), adapted to describe languages and to make
machine translations between multiple languages. In his contribution, he gives an
introduction to machine translation and GF.

The Lorenzen-Prawitz inversion principle for natural deduction gives a way of
deriving the elimination rules from given introduction rules. This is an important
principle used as well in Martin-Löf type theory. In Setzer’s contribution to this
volume, he considers an inversion principle that goes in the opposite direction,
generating introduction rules from elimination rules. For the so-called coinductively
defined types – a typical example is a potentially infinite stream of data – this is
shown to be the natural approach. Meaning explanations are given for this new class
of types.
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On the Philosophical Work of Per Martin-Löf

Göran Sundholm

Per Martin-Löf began his work on logic and foundational issues in 1966 with a
definition of the notion of a random sequence that has become classic. It was
continued with the doctoral dissertation Notes on Constructive Mathematics that
was written in 1968. Martin-Löf spent the academic year 1968–1969 in the United
States, first at Chicago where, in December 1968, W. A. Howard gave him a copy of
the handwritten manuscript The formulae-as-types notion of construction (that was
subsequently published (1980) in the Curry Festschrift). In it an isomorphism à la
Curry is established between axiomatic Hilbert-style systems for predicate logic and
arithmetic and matching calculi in combinatory logic. The correspondence struck
Martin-Löf as being of profound significance and he was determined to understand
it fully. His first contribution to this end, as pointed out by Howard in a note added to
the published paper, was to carry over the idea from Howard’s Hilbert-style calculi
to the framework of Gentzen’s Natural Deduction that was known to him from
Dag Prawitz’s (1965) dissertation. In Martin-Löf’s formulation, proof-theoretic
reductions of natural-deduction derivations correspond to conversions of terms in
an enriched lambda calculus. The now customary “Curry-Howard” isomorphism
between natural-deduction derivations and the terms of a matching lambda-calculus
(rather than the combinatory logic that was used by Howard) was then written up
in a paper on Infinite terms and a system of natural deduction that was circulated
in March 1969. Armed with the insight that natural-deduction derivations and
lambda-calculus terms are essentially equivalent, Martin-Löf began a search for the
optimal way of proving normalization results for systems of natural deduction. His
investigation of iterated generalized inductive definitions, which was completed by
March 1970, carried over the computability method of W. W. Tait (1967) to proofs
of normalization for natural-deduction derivations, and the paper was presented at
the Second Scandinavian Logic Symposium at Oslo in June 1970. Kreisel (1975,
p. 177, footnote 6) reports that when travelling – with Prawitz and Martin-Löf –
by train to Oslo, he mentioned J.-Y. Girard’s very recent, but still unpublished,
work on how to extend Gödel’s Dialectica interpretation to second-order arithmetic
(“Analysis”) and gave Girard’s manuscript to Martin-Löf, who already at the Oslo
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meeting convinced himself that Girard’s insight would carry over into a normal-
ization theorem also for second-order logic, giving a procedure of normalization,
rather than completeness of the cut-free sequent-calculus rules for second-order
logic (as in Prawitz’s (1967) elegant demonstration of Takeuti’s conjecture). After
the Oslo meeting, Girard, Martin-Löf, and Prawitz all gave normalization proofs
for second-order logic that were published in its Proceedings (Fenstad (1971)), and
Girard (1971, p. 64) confirms that “les remarques de M. Martin-Löf sur la possibilité
d’une démonstration de normalisation de l’Analyse . . . on été déterminantes pour
la suite de ce travail”. Martin-Löf quickly extended the computability approach
also to the intuitionistic simple theory of types (1970c). A characterization of
the provable well-orderings of the theory of species also belongs to this period
(1970d) of great creativity. Finally, in the autumn of 1970, the first system of
Intuitionistic Type Theory was designed and presented in a seminar lecture at
Stockholm as a deliberate attempt to extend the computability approach that had so
amply demonstrated its worth at the Oslo conference to even stronger systems. Its
main building blocks were Gentzen’s natural-deduction style of formalization, with
proof-theoretic reduction steps from Prawitz (1965), Gödel’s Dialectica system T
(1958), the Curry-Howard isomorphism, and Tait’s (1967) computability method for
normalization proofs. The written presentation, in a preprint dated February, revised
October (1971a), was submitted for publication to Acta Mathematica. Martin-Löf’s
invited lecture at the Bucharest fourth LMPS conference in 1971b was also devoted
to his novel intuitionistic type theory. However, both submissions were withdrawn
from publication pursuant to Girard’s discovery that the extreme impredicativity
of the system allowed for the derivation of a version of Burali-Forti’s paradox.
Martin-Löf’s revised version of his Intuitionistic Type Theory from 1972 was finally
published in the proceedings of the conference at Venice that was held in 1995 to
commemorate Twenty-five Years of Constructive Type Theory, and the proceedings
of the 1973 Bristol Logic Colloquium contain the first published presentation of a –
predicative – version of the type theory.

The task that faced a mathematical logician from Frege’s days until 1930 was a
challenging one: to graft the Fregean notion of a formal system onto the Aristotelian
conception of demonstrative science. That is, one should design a sizeable formal
system with clearly delimited axioms and rules of inference. The system should be
adequate for the needs of analysis after the then novel fashion of Weierstraß and
Dedekind. In particular, it should admit of classical logic (as well as impredicative
quantification). The axioms and (primitive) rules of inference should be rendered
immediately evident from the meaning explanations for the (primitive signs of
the) formal language of the formal system in question. Frege, Whitehead-Russell,
Lesniewski, and the early logical works of Curry, Church, and Quine, are good
examples here; as is well known, the early logicist attempts were not successful,
owing to the use of axioms, such as Reducibility, that were not rendered evident by
the relevant meaning-explanations. Carnap’s contribution to the famous conference
on the philosophy and foundations of mathematics at Königsberg in November 1930
can be seen as the last stand of Logicism. Thereafter, it seemed clear that Logicism
was no longer a live option. This meant that the foundations of mathematics
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were faced with the two horns of a dilemma: either we retain classical logic in a
mathematical object-language, but give up hope for meaning explanations, or we
insist on retaining a contentual language with meaning explanations, but have to
jettison classical logic. Hilbert in his programme chose the first option, whereas the
second one was preferred by Brouwer and elaborated by Heyting in his articles on
the formalization and interpretation of intuitionist logic.

Martin-Löf’s first logical writings belong to the metamathematical paradigm.
The formal languages and systems dealt with are principally objects of metamath-
ematical study, and in that spirit normalization theorems are established for the
early versions of type theory and other systems. However, in 1974, stimulated by
reading Wittgenstein, as well as by listening to Michael Dummett’s lecture The
Philosophical Basis of Intuitionistic Logic at the Bristol Logic Colloquium 1973,
Martin-Löf turned to the theory of meaning, and thereby brought type theory within
the contentual approach in logic. Peter Hancock’s words in the lectures that marked
the meaning-theoretical turn (1975b, p. 13) speak with quiet confidence and could
be used unchanged also today:

Especially in its later stages, Martin-Löf’s work has been developed with the principal aim
that it should admit a detailed and coherent semantics. We are not concerned here, except
by implication, to subject other languages to a destructive criticism. We are ignorant of a
comparable project that has been carried through for a different language. So we do not
have to say at this stage why our account is to be preferred to another. You will just have to
make up your mind about that if and when there is another account.

He has devoted himself ever since to the realization of the second horn of the
above dilemma in the foundations of mathematics with a project that is comparable
to that of Frege’s Grundgesetze, but without classical logic and impredicativity:
design a full-scale formal language, with explicit meaning-explanations, that is
adequate for the needs of mathematical analysis in the style of Errett Bishop’s
(1967) revolutionary constructive presentation. In the first two papers after his
meaning-theoretical turn, Martin-Löf made an experimental attempt to view the
natural-deduction elimination rules as basic, or meaning giving. A trace of this
approach can be found in the sole reference (1991, p. 280) to Martin-Löf in
Michael Dummett’s William James lectures (that were given at Harvard in 1976,
shortly after Martin-Löf’s course at All Souls in Michaelmas Term 1975, and was
later published as Dummett (1975)). The paper (1975a), written jointly with Peter
Hancock, on primitive recursive arithmetic, has attracted a measure of attention
also as a contribution to the proper interpretation of mathematics in Wittgenstein’s
Tractatus, whereas the lecture notes (1975b) gave meaning explanations for the
language of type theory. The experiment with the elimination rules as basic was soon
abandoned, though, and the lecture notes left uncompleted, after it became clear that
the approach could not be carried through. In Martin-Löf’s (1979) lecture at LMPS
6 in Hannover, the pattern of meaning explanations based on the introduction-rule
constructors that yield canonical proof-objects is introduced. These explanations
have essentially remained constant ever since, particularly in the Padova lecture
notes from 1980 by Giovanni Sambin that were published by Bibliopolis. (The
only notable change from the expositions in 1979 and 1980 lies in Martin-Löf’s
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current use of intensional identity rather than the previous extensional one.) In
this mature form, Martin-Löf’s constructive type theory, from the point of view of
the foundations of mathematics, constitutes an impressive, mathematically precise
rendering of the BHK meaning-explanations that were first given by Arend Heyting
in 1930.

Around this time, that is, the late 1970s, Martin-Löf also began a study of the
philosophy of Edmund Husserl and from then on the phenomenological perspective
has been a rich source of inspiration. In conversation Martin-Löf has indicated
that he regards his syntactic-semantic method of logical exploration as a version
of phenomenology. To this time belongs also a second period of experimentation,
in which Martin-Löf attempted to avoid the use of type-theoretical abstractions, and
instead explored the alternative of working within predicate logic, eschewing the use
of proof-objects and the form of judgement a: proof(A), working instead with the
predicate logic form A true as principal form of judgement. This work culminated
in a set of influential lectures that were given in 1983 at Siena, on which basis a
compact course was published, and where considerable systematic effort was spent
on relating the work to issues in the philosophy of logic. With the creation of the
higher type structure, Martin-Löf returned to a type-theoretical formulation of his
ideas. The full language of type theory, now using both sets and types, has been in
place since 1986, when it was first presented in a lecture at Edinburgh. A lecture
series given at Florence in 1987 gave meaning explanations also for the higher type
theory. It was further extended in 1992 with a calculus of explicit substitutions in
order to make the treatment fully formal. In 1993, Martin-Löf gave a semester-long
series of lectures on the Philosophical Aspects of Type Theory at Leiden, in which he
presented the meaning explanations in full detail and dealt with a number of topics
from the philosophy of logic and language.

Martin-Löf’s mature philosophical outlook is characterized by three main tenets
that make it unique among contemporary philosophical positions within the foun-
dations of mathematics. First, and most significantly, constructive type theory
is an interpreted formal language. The importance of this cannot be stressed
firmly enough. Today, as a rule, the metamathematical “expressions” employed in
mathematical logic are mere objects of study, but do not express. On the contrary,
they are objects that may serve as referents of real expressions. In constructive
type theory, on the other hand, the expressions used are real expressions that carry
meaning. In a nutshell, the language is endowed with meaning by turning the proof-
theoretic reductions into steps of meaning explanation. Just like the formulae of
Frege’s ideography, or of the language of Principia Mathematica, the type-theoretic
formulae are actually intended to say something. They do not essentially serve as
objects of metamathematical study. This, of course, in no way precludes Martin-
Löf’s contentual system from being studied metamathematically.

Secondly, Martin-Löf has restored the notion of judgement to pride of place in
logic. In the metamathematical tradition, the same well-formed formulae serve in
different roles: wff’s are built up from wff’s that have been generated earlier, for
instance, when ® and ¦ are wff’s, then so is (® � ¦/. Furthermore, a wff ® may
be a derived theorem, that is, the end-formula of a closed derivation (with no open
assumptions). From Martin-Löf’s contentual point of view, a proposition A is a set
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of (canonical) proof-objects. Such propositions serve as building blocks for more
complex propositions. The contentual role of a derivational end-formula, however,
is not propositional; here we do not have just an occurrence of the proposition A,
but an assertion that

proposition A is true.

Martin-Löf’s propositions are given via proof conditions, that is, to each proposition
A there is associated a type proof(A) that is explained in terms of how canonical
proof-objects for A may be formed and when two such proof-objects are the same.
Truth of propositions is explained by the “truth-maker” analysis

proposition A is true D proof(A) exists,

where the existence in question is the constructive Brouwer-Weyl notion that is
explained in terms of possession of an instance. It should be noted that these
are proofs of propositions. Previously in the history of logic, all proving (better:
all demonstration) took place at the level of assertions, and not at the level of
propositions (that are traditionally seen as unasserted contents of theorems). Such
proofs of propositions were first considered in Heyting’s seminal writings from the
early 1930s. Martin-Löf’s crucial notion of a judgement is explained in terms of
an assertion condition that lays down what one has to know in order to have the
right to make the judgement in question. Thus for instance, in order to have the
right to make the judgement that the proposition A&B is true, one has to have
exhibited a proof-object c that either is of, or evaluates to, the form <a, b>, where
a is a proof-object for the proposition A and b is a proof-object for the proposition
B. This reintroduction of judgements into logic, with the concomitant distinction
between judgements and propositions, also leads to a crucial distinction between
(epistemic) demonstrations of judgements, and proofs, in the sense of proof-
objects, of propositions. This distinction between propositions and judgements,
and the ensuing distinction between proofs of propositions and demonstrations
of judgements, also brings about a corresponding distinction between (epistemic)
inference from premise to conclusion judgements and relations of consequence
between antecedent and consequent propositions.

Finally, the emphasis on judgement and the acquaintance with the works
of Husserl has led Martin-Löf to an uncommon epistemological perspective. In
contemporary analytical philosophy, epistemology takes a very “factual”, almost
ontological stance. Knowledge is invariably seen from a third person perspective
as an ontological state that obtains in the world and makes true propositions such
that agent A knows proposition p. Here the main concern is not what it is to know
something oneself, but rather what it is for someone else to know something. Thus,
on the linguistic level, one is concerned with the meaning of the locution “A knows
p” rather than with “I know p”. Martin-Löf’s approach to meaning, on the other
hand, is squarely first person. To him every assertion by means of an utterance of a
declarative sentence contains an implicit first-person knowledge claim. Martin-Löf
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explains a declarative by means of an “assertion condition” that lays down what one
has to know in order to have the right to make the assertion by means of an utterance
of the declarative in question. Accordingly, the legitimacy of the counter-question
How do you know that? serves as a criterion by which assertoric uses of declarative
sentences can be recognized.

The effect of this can be seen, for instance, in Moore’s paradox concerning an
assertion by means of:

“It is raining, but I do not believe it.”

As is well known, the use of the present tense and the first person is essential
here. No paradox results in the imperfect: “It was raining, but I did not believe it.”
Similarly, non-assertoric occurrences of the crucial sentence are not problematic:
“If it is raining, but I do not believe it, then I will get wet when I go outside.”
Also any third-person assertion by me, of “It is raining, but X does not believe it,”
where X is placeholder for the name of a person, is not paradoxical, even though
we may choose XDGöran Sundholm here. Only the first person poses problems,
owing to the implicit first-person “I know” that is contained in every assertion and
that contradicts the second clause of the Moorean assertion. Martin-Löf’s insistence
on this kind of first-person knowledge comes out time and again in his philosophy,
for instance, in the quotation above from 1975b, but perhaps most clearly in his
pertinent request to the reader in the first full contentual exposition of constructive
type theory (1979, p. 166):

For each of the rules of inference, the reader is asked to try to make the conclusion evident
on the presupposition that he knows the premises. This does not mean that further verbal
explanations are of no help in bringing about an understanding of the rules, only that this is
not the place for such detailed explanations. But there are also certain limits to what verbal
explanations can do when it comes to justifying axioms and rules of inference. In the end,
everybody must understand for himself.

In a series of published philosophical lectures from 1985 to 2004, Martin-Löf
has explored central notions within the philosophy of logic, such as judgement,
evidence, rightness, and knowledge, as well as in the philosophy of mathematics,
for instance concerning the Axiom of Choice, and spelled out consequences for his
views on metaphysics and epistemology. He has, however, been a frequent invited
speaker at conferences and the list of topics covered in unpublished material is
long: it comprises Frege’s distinction between Sinn and Bedeutung, intensionality
of objects, Tarski’s truth definition and the notion of a model for type theory,
predicativity in mathematics, propositions versus contents, categories, and general
methodology in the philosophy of logic. In recent years, since his Gödel lecture
The two layers of logic at the annual meeting of the Association for Symbolic
Logic at Montréal in 2006, Martin-Löf’s philosophical work has been directed to
the question, Logic, epistemological or ontological? that also gave the title for his
lecture at the Uppsala meeting.
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