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Preface

The ICT Innovations conference is the primary scientific action of the Macedonian
Society in Information and Communication Technologies (ICT-ACT). The confer-
ence provides a platform for academics, professionals, and practitioners to interact
and share their research findings related to basic and applied research in ICT.

The ICT Innovations 2011 conference gathered 146 authors from 12 countries
reporting their valuable work and experience in developing solutions and presenting
novel applications of technology in ICT. Only 33 papers were selected for this edi-
tion by 80 Program Committee Members, chosen for their reputation for decency
and good decree in the field.

ICT Innovations 2011 was held in Skopje, at the Macedonian Academy of Sci-
ence and Art, in the period September 14-16, 2011. The conference focused on vari-
ety of ICT fields: Complex networks and Cryptography, Wireless Communication,
Mobile Application, Machine Learning, High Performance Computing, Software
Implementation, and Hardware, Grid and Cloud Computing. The conference was
open by Ivo Ivanovski, the Minister of Information Society and Administration of
the Republic of Macedonia.

I would like to express sincere gratitude to the authors for submitting their works
to this conference, the reviewers providing service for the editor but also for authors,
readers, and the ICT community as a whole, and all colleagues from the Depart-
ment of Computer Science and Engineering, especially Sonja Filiposka and Anastas
Misev, for their support in organizing the conference and preparing the book
proceedings.

Skopje Ljupco Kocarev
September 2011
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Monte Carlo Methods Using New Class of Congruential Generators . . . . 257
T. Gurov, S. Ivanovska, A. Karaivanova, N. Manev

Implementation of Hybrid Monte Carlo (Molecular Dynamics)
Quantum Mechanical Methodology for Modeling of Condensed
Phases on High Performance Computing Environment . . . . . . . . . . . . . . . 269
Anastas Misev, Dragan Sahpaski, Ljupco Pejov

Parallelization of Dynamic Programming in Nussinov RNA Folding
Algorithm on the CUDA GPU . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 279
Marina Zaharieva Stojanovski, Dejan Gjorgjevikj, Gjorgji Madjarov

Towards Improvement of the Study Programme Quality:
Alumni Tracking Information System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 291
Danijel Mijic, Dragan Jankovic

Computer-Added C-V Measurement and Analysis of Metal/High-κ/Si
Structures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 301
Lihnida Stojanovska-Georgievska, Nenad Novkovski

Towards an Integrated Model of Optimizing the Efficiency of IT in
Organizations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 311
Fisnik Dalipi, Ajri Shej

MRI Based Visualization and Evaluation of Carpal Tunnel
Syndrome . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 325
Saso Koceski, Natasa Koceska, Filip Shteriev

TMACS: A Tool for Modeling, Manipulation, and Analysis of
Concurrent Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 335
Jane Jovanovski, Maja Siljanoska, Vladimir Carevski, Dragan Sahpaski,
Petar Gjorcevski, Metodi Micev, Bojan Ilijoski, Vlado Georgiev

Apportionment Heuristics for Mapping Tasks in Heterogeneous
Computing Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 347
Igor Mishkovski, Sonja Filiposka, Dimitar Trajanov, Ljupco Kocarev



XIV Contents

Semantic Stored Procedures Programming Environment and
Performance Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 357
Marjan Efremov, Vladimir Zdraveski, Petar Ristoski, Dimitar Trajanov

Performance Impact Correlation of Message Size vs. Concurrent
Users Implementing Web Service Security on Linux Platform . . . . . . . . . 367
Sasko, Aristotel Tentov

The Comparison of Virtual Machine Migration Performance between
XEN-HVM, XEN-PV and Open-VZ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 379
Igli Tafa, Ermal Beqiri, Elinda Kajo, Hakik Paci, Aleksander Xhuvani

Modifications and Improvements on CEN/BII Profiles . . . . . . . . . . . . . . . . 395
Kiril Kiroski, Marjan Gusev, Magdalena Kostoska, Sasko

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 405



A Jumping Gene Evolutionary Approach
for Multiobjective Optimization

Wallace K.S. Tang, Chris S.H. Yeung, and K.F. Man

Abstract. The phenomenon of Jumping genes was initially discovered by Nobel
Laureate, Barbara McClintock, in her work on maize chromosome in fifties. The
Jumping genes transpose from one position to another in horizontal fashion within
the same chromosome or even to other chromosomes. In this paper, it is to present
how this genetic transposition, after transforming into a computational method, can
enhance the evolutionary multiobjective optimization. The fundamental concept, de-
sign of operations, performance justification and applications of the Jumping Gene
evolutionary approach will be outlined.

1 Introduction

Genetic Algorithm (GA) was firstly proposed by John Holland [1] in late 1960s. As
a major family of evolutionary algorithms inspired by the natural phenomenon of bi-
ological evolution, its success relies on the evolution of the chromosomes, following
the principle of survival of the fittest.

GA is particularly well-known for its ability in handling multiobjective problems,
thanks for the efforts made to effectively transform multiple objectives into a single
fitness value [2, 3]. However, despite the numerous successful stories of applying
GA, keeping diversity in the population during the GA optimization process is still
a major problem.

To resolve this problem, many proposals have been made for various multi-
ple objective genetic algorithms, including the use of high disruptive operations
(For example, uniform crossover and multi-point crossover); diversity enhancement
(e.g. mating restrictions [4]); and diversity perservation (e.g. crowding operator in
NSGA2 [5], tournament selection and fitnesss sharing [6, 7]). However, it is still a

Wallace K.S. Tang · Chris S.H. Yeung · K.F. Man
Department of Electronic Engineering, City University of Hong Kong
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very difficult task to obtain a widespread non-dominated solution set and the con-
vergence speed is usually slow.

Recently, inspired by the biological mobile genes (called Jumping genes) [8], a
new class of operations, called gene transposition, has aroused many attentions and
is also the focus of this paper. It describes the transfer of Jumping gene (JG) ex-
isting in chromosome, which results in a migration of genetic information between
chromosomes within a generation. This is also referred as horizontal transmission in
biology as compared with the vertical transmission of genetic information appears
from one generation to its descendants.

This paper is to give an introduction of how the transposition of JG contributes
in evolutionary computation. The fundamental concept, design of operations, per-
formance justification and the applications of JG, are to be discussed.

2 Evolutionary Multiobjective Optimization

2.1 Multiobjective Problems

Multiobjective problems (MOPs) are commonly encountered in real life. Unlike the
single objective problems, there are two or more objective functions to be optimized
in MOP at the same time. With such a nature, it is usually demanded to identify a
set of tradeoff solutions, instead of a single global optimal one.

Figure 1 shows an example, in which two functions f1 and f2 are to be minimized.
There exists a set of optimal solutions, called Pareto optimal set, which are not
dominated by any other solutions.

feasible 
searching 
domain 

Pareto 
Optimal 
Set  
(Non-dominated set) 

Fig. 1 Pareto optimal set
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In mathematics, for a minimization problem (Remark: Similar definition can be
given for maximization problem), we say a solution candidate u is dominated by
another solution v (or v is more preferable than u) if

fi(u) ≥ fi(v) ∀i = 1,2, · · · ,n and

fi(u) > fi(v) ∃ j = 1,2, · · · ,n. (1)

Due to optimization and practical reasons, it is more favourable to find the entire
Pareto optimal set instead of a single solution. This is usually accomplished by
population based methodologies, for which GA is one of them, so that only a single
run is sufficient.

2.2 Overview of GA

GA is a population-based guided-search methodology, inspired by the rule of “sur-
vival of the fittest” and based on the biological DNA structure. As its simplest form,
its flow can be described as below and a genetic operational cycle is graphically
depicted in Fig. 2:

1. Population creation: Create an initial set of solutions for a problem by encoding
each solution into a string of symbols, for example, a binary string, which is
called as chromosome.

2. Fitness evaluation: Evaluate each of the chromosomes by the problem specific
objective function(s) and a positive fitness value is to be assigned.

3. Selection: Select a subset of chromosomes based on their fitness values. The
subset is called a mating pool.

4. Reproduction: New chromosomes (called offspring) are produced by mating
chromosomes in the mating pool in pair (called parents). They are created
by mixing the genetic information of the parents (the operation is known as
crossover) and are then mutated by altering some genes in a random sense (the
operation is known as mutation). The set of all offspring created is referred as the
subpopulation.

5. Fitness evaluation: Evaluate the chromosomes in the sub-population as in Step 2.
6. Replacement: Some chromosomes in the original population are replaced by the

offspring, usually based on their fitness values.
7. Termination: Steps 3 to 6 are repeated until some termination conditions are

reached, for example the maximum number of generations is lasted.

Even with some variations, most of the GAs will have the similar above operations.
They mimic the natural selection at the Selection and Replacement steps, and simu-
lates the sexual reproduction in the Reproduction step. Further details of GA can be
referred to [2, 9].
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Fig. 2 Genetic algorithm cycle

2.3 Multiobjective Ranking

In order to achieve multiobjective optimization, the key is to assign the fitness of
an individual according to its performance on the multiple objectives (i.e. Step 2
in Sec. 2.2). There are two commonly used Pareto ranking schemes which were
proposed by Goldberg [2] and Fonseca & Fleming [3] respectively. They are briefly
explained in the following subsections.

2.3.1 Goldberg Multiobjective Ranking

The rank of each individual is determined by the following procedures:

1. Set p = 1;
2. Determine all the non-dominated individuals in the population, and they are as-

signed as rank-p
3. Ignore those individuals with ranks having been assigned; increment p by 1 and

go to Step 2 until all individuals have been processed.

An example of the ranking result is given in Fig. 3 (a), where the integer in the
bracket shows the rank of the corresponding individual.

2.3.2 Fonseca and Fleming Multiobjective Ranking

The rank of each individual is (1+ q) where q is the number of other individuals in
the population that dominate it. An example is given in Fig. 3 (b).
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A(1) 

C(1) 

B(1) 

D(2) 

E(2) 
F(3) 

 f1

 f2

A(1) 

C(1) 

B(1) 

D(2) 

E(3) 
F(5) 

 f1

 f2

(a) (b)

Fig. 3 Multiobjective ranking for minimizing f1 and f2: (a) Goldberg method (b) Fonseca
and Fleming method.

By using the ranking as the fitness in the conventional GA described in Sect. 2.2,
the basic framework of a mutliobjective GA can be formed. However, due to the
stochastic nature and the processes, final solutions are likely to be crowded in a
small region of the whole Pareto optimal set.

In order to explore the entire Pareto optimal set, diversity has to be maintained in
the population. Different enhancements, such as high disruptive crossover, tourna-
ment selection, fitness sharing, crowding and so on, have been suggested. However,
despite of many efforts being paid, it is still a difficult and challenging problem to
find a widely spread solution set, especially the extreme ones, in MOP.

3 Computational Jumping Gene Operations

In 2004, inspired by the biological observation of jumping genes, an innovative op-
timization technique was proposed [10] to enhance the searching ability of a GA, in
particular for MOPs. Two distinct computational operations are designed to mimic
the biological gene transposition process.

3.1 Biological Background and Operational Design

The design of computational genetic transpositing operations is rooted onto the bio-
logical observation made by the Nobel Laureate in Physiology or Medicine, Barbara
McClintock. In her pioneering work on maize chromosome, mobile genetic ele-
ments ( called Jumping genes) were noticed and their transpositioning consequently
leading to the changing patterns of coloration in maize kernels was reported [8].

Similar gene transposition processes have later been reported in different classes
of organisms, including bacteria, plants and animals [11, 12]. The mechanism of
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transposition can be classified as conservative or replicative one. For conservative
transposition, the mobile genetic element moves from its original locus to a new one
without any replication, while it transposes by replication for the replicative case.

Based on these two mechanisms, two computational Jumping gene (JG) opera-
tions, called cut-and-paste and copy-and-paste, were proposed [10]. The schematic
diagrams of these two operations are depicted in Figs. 4 (a) and (b), respectively.

(a) (b)

Fig. 4 (a) Cut-and-paste operation (b) Copy-and-paste operation

As shown in Fig. 4 (a), a section of genes (denoted as JG1 and JG2) is removed
(or cut) from the original location of each of two chromosomes and then pasted
into a new position of another chromosome when cut-and-paste is undergone. For
copy-and-paste (see Fig. 4 (b)), the information of the JG is remained unchanged
in the original chromosome, while a duplicate is pasted on another chromosome.
In either case, the chromosomes and the JG locations are randomly chosen. Thus,
these operations may occur within the same chromosome or two different ones.

3.2 Schemata Evolution Equations of JG Operations

In this section, it is to explain why these two JG operations can enhance the op-
timization process. A mathematical justificaiton is provided using the concept of
schema.

Unlike the Holland’s or other approximate approaches, the destruction and re-
construction of schemata under the two JG operations are derived, and hence ex-
act schema evolution equations can be obtained [13, 14]. Similar approaches were
adopted by Stephens and Waelbroeck, which gave an exact formulation (rather than
a lower bound in the approximate approaches) for selection, single-point crossover
and mutation [15, 16]. A major advantage of such an exact theorem is that the
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expected number of strings matching a schema can be predicted over multiple gen-
erations, which clearly overcomes the shortcoming of the approximate approaches.
Moreover, this has also been used as a starting point for many other results on the
behavior of a GA over multiple generations, based on the assumption of infinite
population size.

Consider a schema ξ with L symbols, each symbol belongs to the set B={0, 1, *},
where 0 and 1 are called the actual bits while the wild character * is interpreted as
a don’t-care bit which can be either 0 or 1. Therefore, a schema represents a set of
bit strings (i.e. these strings belong to the schema), for example, the bit strings 0100,
0110, 1100, and 1110 all belong to ξ = ∗1 ∗ 0.

In the followings, some major definitions are given:

Definition 1. A map fL is defined as fL : BL → V , such that for v ∈ V , v = fL(ξ )
returns a vector specifying the locations of all the actual bits in schema ξ ∈ BL. V
is a vector of non-negative integers, and it is assumed that the location begins with
zero from left to right.

Definition 2. A map fT is defined as fT : BL ×V → Bi, such that for ζ ∈ Bi, ζ =
fT (ξ ,v) is formed by copying the symbols from schema ξ ∈ BL according to the
locations specified in v ∈V where size(v) = i.

Definition 3. The primary schemata competition set of schema ξ is defined as

Ψξ =
{

ξi ∈ BL : fL(ξi) = fL(ξ )
}

(2)

For example, given ξ = ∗1∗0, fL(ξ ) = [1,3] and Ψξ = {∗0 ∗ 0,∗0 ∗ 1,∗1 ∗0,∗1∗1}.
Definition 4. For xi,yi ∈ B, the bit distance between two symbols xi and yi is defined
as:

d(xi,yi) =

⎧⎪⎪⎨⎪⎪⎩
1 xi = ∗
1 xi �= ∗,yi �= ∗,xi = yi

0 xi �= ∗,yi �= ∗,xi �= yi

0.5 xi �= ∗,yi = ∗
(3)

which describes how close yi matches with xi.

Definition 5. For ζ1,ζ2 ∈ Bm, the regional similarity of two strings ζ1 and ζ2 is
specified by

δ (ζ1,ζ2) =
m−1

∏
j=0

d(ζ1( j),ζ2( j)) (4)

where ζi( j) is the j-th bit of ζi.

Definition 6. For v1,v2 ∈V and size(v1) = size(v2), Δ(ξ1,v1;ξ2,v2) is the regional
similarity of ξ1 in region v1 and ξ2 in region v2, defined as

Δ(ξ1,v1;ξ2,v2)≡ δ ( fT (ξ1,v1), fT (ξ2,v2)) (5)
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Fig. 5 Copy-and-paste operation with ξm and ξn, while ξ ′
n is the resultant schema and ξ is

the targeted schema.

By performing copy-and-paste operation, we can then derive the evolution equa-
tion of a particular schema ξ in each generation by studying its construction and
destruction possibilities. The following schema evolution equation can be obtained
[14]:

P(ξ , t + 1) = (1− p1)P(ξ , t)+
p1

(L−Lg + 1)2 ∑
ξm∈Ψξ

∑
ξn∈Ψξ

L−Lg

∑
c=0

L−Lg

∑
p=0[

Δ(ξ ,vp;ξm,Jc,p)Δ(ξ ,v′p;ξn,v
′
p)
]

P(ξm, t)P(ξn, t) (6)

where p1 is the copy-and-paste operational rate; P(ξ , t) is the proportion of ξ at
generation t; Lg is the bit length of the JG, Ψξ is the primary schemata competition
set of ξ ; Jc,p specifies the bit locations of selected JG in ξm which fall into the
defining-length region of the schema ξ (denoted as DL(ξ )) after pasted; vp specifies
the bit locations in DL(ξ ) where the JG is pasted; and v′p specifies the bit locations
in DL(ξ ) but not belong to vp. The definitions of different regions under copy-and-
paste operation are given in Fig. 5.

Similarly, the evolution equation of schema ξ by cut-and-paste operation can be
derived [14] as below:

P(ξ , t + 1) = (1− p2)P(ξ , t)+
p2

(L−Lg + 1)3 ∑
ξm∈Ψξ

∑
ξn∈Ψξ

L−Lg

∑
cm=0

L−Lg

∑
cn=0

∑
kn /∈κ(cn)

Δ(ξ , Icn,pn ;ξm,Jcm,cn,pn)Δ(ξ ,Scn,pn ;ξn,S
′
cn,pn

)

Δ(ξ ,Rcn,pn ;ξn,Rcn,pn)P(ξm, t)P(ξn, t) (7)

where p2 is the cut-and-paste operational rate, Jcm,cn,pn indicates the bit locations of
the selected JG cut from ξm which fall into DL(ξ ) after pasted into ξn; Icn,pn indi-
cates the bit locations within DL(ξ ) where the JG is pasted onto ξn, Scn,pn indicates
the bit locations within DL(ξ ) where some bits of ξn are shifted, S′cn,pn

indicates the
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Fig. 6 Cut-and-paste operation with ξm and ξn, while ξ ′
m and ξ ′

n are the resultant schemata
which are to be compared with the targeted schema ξ .

bit locations in ξn shift to Scn,pn in ξ ′
n, Rcn,pn indicates the bit locations within where

DL(ξ ) remains unaffected by the operation, and κ(cn) = (cn,cn +Lg]. Figure 6 de-
picts the definitions of different regions under cut-and-paste operation.

To further analyze the evolution equations (6) and (7), let’s consider any primary
competitive group Ψ = {ξ1,ξ2, · · · ,ξk} with k = 2o(Ψ) (Remark: The order of Ψ ,
o(Ψ), is defined as the number of actual bits in ξ for any ξ ∈ Ψ .) and assume
that p1 = p2 = 1. Define P(Ψ , t) =

[
P(ξ1, t) P(ξ2, t) · · · P(ξk, t)

]
, (6) or (7) can be

rewritten in the form of

P(ξi, t + 1) = PT (Ψ , t)Aξi
P(Ψ , t) (8)

where Aξi
is a constant matrix with size of k× k and ξi ∈Ψ . This constant matrix

can be obtained when the JG length Lg and the primary competitive group Ψ are
fixed, and it is different for copy-and-paste and cut-and-paste.

Equation (8) defines a discrete-time system of P(Ψ , t) in a quadratic form, and
the following theorem can be mathematically proved.

Theorem 1. For any primary schemata competition group Ψ with 0 < o(Ψ) < L,
the proportion of every schema in Ψ globally asymptotically converges to 1

2o(Ψ) with
the use of copy-and-paste or cut-and-paste operation. [17, 18]

Details of the proof can be referred to [13].
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3.3 Discussions

Theorem 1 implies that either the copy-and-paste or the cut-and-paste operation
will force a uniform distribution of schemata in each primary schemata competition
set, despite of its initial distribution, i.e. P(ξ ,∞) = 1

2o(Ψ ) ∀ξ ∈Ψ . This ensures the
occurrence of all the solutions in the population if the population size is sufficiently
large, or in the other word, global search is guaranteed.

For a finite population, this driving force also enhances the searching of solu-
tions. An illustrative example is given below, in which the possible outcomes of a
16-bit string generated by different operations are recorded. The initial population
only contains 100 chromosomes and typical genetic operations are tested. It can
be noticed in Fig. 7 that the cut-and-paste is the best and obtains all the possible
outcomes within the smallest generations. The performances of copy-and-paste and
mutation with high operational rate are good and similar.

In addition, the inclusion of copy-and-paste and cut-and-paste operation helps to
maintain the diversity in a finite population. A simple case is given in Fig. 8. The
simulation is based on a simple genetic algorithm with a population size of 100. The
chromosome is in 16-bit string while the fitness is assigned only according to the
values of 3 specified bit locations in a chromosome. The result clearly demonstrates
that the dominance of the best schema is slow-down by the JG operations, while
the cut-and-paste presents a more significant effect as compared with copy-and-
paste (see Fig. 8 (b) and (c)). This matches with what we obtain from the previous
example, where cut-and-paste is more powerful in terms of locating the solutions
and promoting the diversity. More simulation results can be found in [14, 18].

Fig. 7 Example showing the searching abilities of different operations with initial population
of size 100 randomly generated.
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Fig. 8 Example showing the slow-down of the dominance of the best schema when cut-and-
paste or copy-and-paste is applied in a standard GA. Proportion of schemata with (a) GA
using crossover and mutation (b) GA using crossover, mutation and copy-and-paste (c) GA
using crossover, mutation and cut-and-paste
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4 Applications

The performance of JG-incorporated GA (known as JGGA) has been numercially
studied in [19]. It is noticed that a rich set of non-dominated tradeoff solutions with
better convergence and diversity can be obtained as compared with other MO evo-
lutionary algorithms. Its outperformance is also reflected by its long list of appli-
cations for many real-world MOPs. Some of them are briefly summarized in the
followings while the details can be referred to the cited references.

JGGA has been used to solve the radio-to-fiber repeater placement problem in
wireless local loop systems [20]. Optimal locations for the repeaters can be duly
determined so that the total repeater cost and total link cost are minimized simul-
taneously. A similar problem but targetting for placing base-stations for a wireless
local area network in an IC factory is given in [21]. By finding a suitable number of
base stations and identifying their corresponding locations, a specified quality of ser-
vice is guaranteed. In [22], the resource management problem in wideband CDMA
systems has been considered. It is concluded that JGGA can effectively optimize
the total transmission power and the total transmission rate, and its performance is
better than those common multiobjective algorithms.

Besides the resource management problems, JGGA has also been successfully
applied in power voltage control [23], industrial product designs [24], and the
designs of radio-frequency components and devices, such as the trapeizform U-
slot folded patch feed antenna [25], the industrial, scientific and medical (ISM)
band folded-patch antenna [26], the quarter-wave patch antenna [27], the planar
monopole ultrawideband antenna [28] and microwave branch line hybrid coupler
[14].

JGGA is capable of handling combinatorial optimization problems as well. In
[29], JGGA has been applied to solve the job-shop scheduling problem whose goal
is to find the best schedule of activities such that the length of schedule is minimized
and the shared resources are efficiently used. In [30], a hybrid JGGA has been pro-
posed to solve a scheduling problem in multiple destination routing. This is a large
complex problem as it incorporates the scheduling and routing process of a set of
requests which has a single source and multiple destinations in a network.

5 Conclusions

This paper is to summarize the fundamental concept, design of operations, perfor-
mance justification and applications of the Jumping Gene approach. An overview
has been presented and readers are encouraged to refer to the corresponding refer-
ences for further details.

Acknowledgments. The first and third authors greatly appreciate the contributions
from their former research students T.M. Chan, R.J. Yin and H.M. Ma.
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Distributed Intelligent MEMS: Progresses and
Perspectives

Julien Bourgeois and Seth Copen Goldstein

Abstract. MEMS research has until recently focused mainly on the engineering
process, resulting in interesting products and a growing market. To fully realize the
promise of MEMS, the next step is to add embedded intelligence. With embedded
intelligence, the scalability of manufacturing will enable distributed MEMS systems
consisting of thousands or millions of units which can work together to achieve a
common goal. However, before such systems can become a reallity, we must come
to grips with the challenge of scalability which will require paradigm-shifts both
in hardware and software. Furthermore, the need for coordinated actuation, pro-
gramming, communication and mobility management raises new challenges in both
control and programming. The objective of this article is to report the progresses
made by taking the example of two research projects and by giving the remaining
challenges and the perspectives of distributed intelligent MEMS.

1 Introduction

Microelectromechanical systems (MEMS) have reached a state of design maturity
which has led to some interesting prototypes and profitable products. While most
MEMS devices have been used as independent elements of a larger system, this
article deals with distributed MEMS systems composed of many MEMS devices
which work together to achieve a global goal. The distinguishing feature of MEMS
devices is that they are small and that they can be efficiently mass-produced. This
naturally engender thinking of how they can be used together as a distributed system.
Due to their small size, their low-cost and the fact that they can be mass-produced,
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millions of units can be used in very small space. For example, a volume of less than
1 m3 of 1mm-diameter silicon balls contains as many nodes as in the Internet. This
characteristic requires paradigm-shifts both in hardware and software parts.

Past research focused on challenges of the engineering process, future chal-
lenges will consist in adding embedded intelligence to MEMS systems, so that
they will be able to collaborate efficiently. This will require embedding MEMS
sensors/actuators, electronics, communication capabilities, control of actuators and
programs in the same unit. We suggest the use of the phrase ”distributed intelli-
gent MEMS (diMEMS)” when referring to such systems. DiMEMS systems will
certainly contain heterogeneous units. However, to simplify the programming chal-
lenge, we consider in this article only systems composed of homogeneous units.

Designing and managing diMEMS inherently requires multiple disciplines (e.g.
hardware and software research). The challenges are therefore present in every field
of research as well as in the integration of all the parts. In the 90’s, DARPA In-
formation Science and Technology funded a study on the state of the art and the
perspectives of distributed MEMS. The conclusions of this report [7], published in
1997, were that the challenges involved in realizing diMEMS were mainly in con-
trolling large numbers of MEMS sensors and actuators, the emergence of distributed
intelligence, the use of MEMS devices as computational elements and the multiple-
energy-domain simulation, analysis, and design. This article examines these chal-
lenges and the new ones that have been identified since 1997 using the results of
two projects that have been conducted in the field.

2 Challenges

Many of the challenges raised by diMEMS have been studied in isolation in different
research fields. However, in diMEMS they must be examined together and they
become even more extereme. The scale of diMEMS needs new software paradigms
as well as requiring new hardware capabilities. In the main, scaling up is the main
concern of software challenges, while scaling down is the main concern of hardware
challenges.

2.1 Software Challenges, Scaling Up

Scalability

Scalability is the main concern of diMEMS as the number of units will likely num-
ber in the millions. Scalability therefore impacts the way units will communicate.
Systems using synchronous communications can’t scale as well as those using asyn-
chronous communications because the constraints of synchronization lower the sys-
tem efficiency [6]. Synchronous communication is therefore difficult to achieve and
asynchronous communications have already shown better results.

To ensure scalability, the programming model and the language must hide the
complexity from the programmer and the compiler should enable programming the
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system as a single ensemble. Within the Claytronics project, new languages like
LDP [11] and Meld [4] been have developed to cope with this challenge.

As scalability has to be tested up to millions of units, simulation tools also have
to scale up. Dprsim [25] which has been developed within the Claytronics project
has successfully simulated millions of units.

Uncertainty Tolerance

Faulty behavior is inherent to any diMEMS system. This is due to several factors.
The batch process used in MEMS fabrication creates different levels of reliability.
While some of the devices will have no defects, most of them have a high percentage
of failed units. On the software side, this characteristic has to be handled and fault-
tolerance has to be implemented.

In the case of mobile distributed MEMS a logical topology has to be maintained
in order to communicate between the units. Maintaining a logical topology over
a physical one is the concern of many research topics like P2P [1], swarm intel-
ligence [18, 23], ad hoc networks [26] or wireless sensor networks [29]. Mobile
distributed intelligent MEMS is even more complex than these examples. Mobility,
scalability, fault-tolerance and limited processing capability are the main challenges
to solve in order to create and maintain a logical topology.

Communications

The tradeoff between computation/communication/sensing is a challenge that has
already been studied in wireless sensor networks but it needs some adaptation to
take into account the scalability factor which is inherent to diMEMS.

Each diMEMS project has its own communication model directly linked to the
application. The question here would be to study the cost and the interest of having
some abstraction layer.

Control

When each unit of a system is mobile, the changes in the physical topology mod-
ify the logical topology by changing network connectivity. This is one of the main
concerns of MANET. The inverse is also true, the logical topology can drive the
mobility. This is usually done by covering an area which needs to be sensed [27] but
it can also be used for modifying the logical topology, for example to keep connec-
tivity in a sensor network [14].

DiMEMS are composed of actuators which needs control and a degree of syn-
chronization. Three synchronization schemes can be used: no synchronization be-
tween MEMS units, means that the control loop doesn’t have to synchronize with
other units, local synchronization means that a MEMS unit has to be synchronized
with its neighbors while global synchronization means that all the MEMS units have
to act synchronously.

Having actuators to control requires real-time deadlines. Some applications need
a very high frequency from the controler. If the control is fully decentralized like
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it is the case in distributed intelligent MEMS and that different modules requires a
local or a global synchronization, the time to communicate has to be very short.

Reliability through Properties Verification

Reliability is difficult to achieve in any information technology project. The ap-
proach taken to achieve it often uses modularity which allows one to define inter-
faces and to segment the causes of failures. In diMEMS, this modularity is limited.
Methods to model the whole system with VHDL-AMS and UML/SysML would
allow one to verify some properties of the system and to increase its reliability.

CPS and IoT, Relations with Macro World

DiMEMS are systems that can interact with other intelligent systems. This interac-
tion is the focus of cyber-physical systems (CPS) [22] and Internet of Things (IoT)
[5]. The new challenge with distributed inteligent MEMS systems is to manage the
different density of communication between the macro-objects (low density) and
the micro-objects (high density).

2.2 Hardware Challenges, Scaling Down

Seamless Integration of MEMS and Logic

Integrating MEMS with CMOS is still a challenge in the fabrication process [30,
15]. Most of the MEMS-CMOS integration follow a hybrid integration through
wire-bonding but this approach is not well-suited for diMEMS which requires too
many connections. DiMEMS requires a monolithic integration for two reasons. First
of all, only a monolithic approach can guarantee scalable and affordable fabrication
process whereas hybrid approaches often requires manual intervention. Secondly,
the weight of a hybrid system is more important than a monolithic one. MEMS
actuation requires higher voltages than logic which can create problems. Some so-
lutions have been proposed [20] to tackle this problem but a real voltage difference
management between actuation and logic is still a challenge.

Designing Robust MEMS

Due to their size, MEMS are very sensitive to external factors (e.g., dust and air
quality) which can change the behavior of certain types of MEMS actuators. Mod-
eling and simulation have proven to be efficient to solve design issues [10] but new
solutions have to be found to increase MEMS robustness.

Building Micro-communication Devices

DiMEMS needs communication capabilities, but integrating communication and
MEMS is still a significant challenge. Some of them are linked to the previous
challenges described here like the voltage difference between the actuation and the


