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1

The video-based exploration of interiors with autonomous and mobile service robots
is a task that requires much programming effort. Additionally, the programming
tasks differ in the necessary modules. Commands, which control the technical basis
equipment, must consider the reality of the robot. These commands activate the
breaks and the actuation. The parts are basically included in the delivery. Often a
mobile robot additionally possesses sonar, ultrasonic, and cameras, which constitute
the perception function of the robot. The programming of such a mobile robot is a
very difficult task if no control software comes with the robot. First, the programmer
must develop the necessary drivers. As a rule the manufacturer includes a software
library into the scope of the supply. This enables programs in a high-level language
like C++ to be created very comfortably to control most or all parts of the robot’s
basic equipment. Typically operators are available. The user can transfer values to
the arguments whose domain depends on the device that is to be controlled, and the
admitted measurement. Operators, which enable rotary motions, may take values in
degrees or radians. The velocity can be adjusted with values, which are specified in
meters per second or yards per second. Video cameras are sometimes also part of a
mobile robot’s basic equipment, but further software and/or hardware must be
acquired generally. A frame grabber is required. This board digitizes the analog sig-
nal of the camera. The gained digital image can then be processed with an image-
processing library. Such a library provides operators for the image processing that
can also be included into a high-level program. If the camera comes with the robot,
the manufacturer provides two radio sets if the computer that controls the robot is
not physically compounded with the robot. One radio set is necessary to control the
robot’s basic equipment from a static computer. The second radio set transmits the
analog camera signals to the frame grabber. Nowadays, robots are often equipped
with a computer. In this case radio sets are not necessary, because data transfer be-
tween a robot’s equipment and a computer can be directly conducted by the use of
cables. Additionally, a camera head can be used that connects a camera with a robot
and enables software-steered panning and tilting of the camera. Mobile service
robots use often a laser that is, as a rule, not part of a robot. They are relatively
expensive, but sometimes the robot-control software provided involves drivers for
commercial lasers.

1

Introduction


