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Preface

In the eight years since the first edition was published, there

has been considerable expansion of the literature on

forecast verification, and the time is ripe for a new edition.

This second edition has three more chapters than the first,

as well as a new Appendix and substantially more

references. Developments in forecast verification have not

been confined to the atmospheric science literature but, as

with the first edition, we concentrate mainly on this area.

As far as we are aware, there is still no other book that

gives a comparable coverage of forecast verification,

although at least two related books have appeared outside

the atmospheric science area. Pepe (2003) is concerned

with evaluation of medical diagnostic tests, which, although

essentially concerned with ‘forecast verification’, has a very

different emphasis, whilst Krzanowski and Hand (2009) is

more narrowly focused on ROC curves.

We have retained many of the authors from the first

edition, as well as bringing in a number of other experts,

mainly for the new chapters. All are well-regarded

researchers and practitioners in their fields. Shortly after the

first edition was published, an extended and constructive

review appeared (Glahn, 2004; Jolliffe and Stephenson,

2005). In this new edition we and our authors have

attempted to address some of the issues raised by Glahn.

Compared with the first edition, the introductory and

scene-setting Chapters 1 and 2 have only minor changes.

Chapter 3 on ‘Deterministic forecasts of binary events’ has

gained an additional author and has been rewritten. Much

material from the first edition has been retained but has

been restructured, and a non-trivial amount of new material,

reflecting recent developments, has been added. Chapters 4



and 5 on, respectively, ‘Deterministic forecasts of multi-

category events’ and ‘Deterministic forecasts of continuous

variables’ have only minor improvements.

One of the biggest areas of development in forecast

verification in recent years has been for spatial forecasts.

This reflected by a much-expanded Chapter 6 on the topic,

with three new authors, all of whom are leaders in the field.

In the first edition, probability forecasts and ensemble

forecasts shared a chapter. This is another area of active

development and, as suggested by Glahn (2004) and

others, the two topics have been separated into Chapters 7

and 8 respectively, with two new authors. Chapter 9 on

‘Economic value and skill’ has only minor changes

compared to the first edition.

Chapters 10 and 11 are both new, covering areas that

have seen much recent research and are likely to continue

to do so. Chapter 10 covers the related topics of verification

of forecasts for rare and extreme events, and verification of

weather warnings. By their nature the latter are often

extreme, though many types of warnings are issued for

events that are not especially rare. Impact rather than rarity

is what warrants a warning. One context in which extremes

are of particular interest is that of climate change. Because

of the lack of verifying observations, the topic of verification

of climate projections is still in its infancy, though likely to

develop. There has been more activity on verification of

seasonal and decadal forecasts, and these together with

verification of climate projections, are the subject of Chapter

11.

The concluding Chapter 12 reviews some key concepts,

summarizes some of the verification/evaluation activity in

disciplines other than atmospheric sciences, and discusses

some of the main developments since the first edition. As

with the first edition, a Glossary is provided, and in addition

there is an Appendix on available software. Although such



an Appendix inevitably becomes out of date more quickly

than other parts of the text, it is arguably the most useful

part of the book to practitioners for the first few years after

publication. To supplement the Appendix, software and data

sets used in the book will be provided via our book website:

http://emps.exeter.ac.uk/fvb. We also intend to use this

website to record errata and suggestions for future

additions.

We hope you enjoy this second edition and find it useful. If

you have any comments or suggestions for future editions,

we would be happy to hear from you.

Ian T. Jolliffe

David B. Stephenson

http://emps.exeter.ac.uk/fvb


Preface to the first edition

Forecasts are made in many disciplines, the best known of

which are economic forecasts and weather forecasts. Other

situations include medical diagnostic tests, prediction of the

size of an oil field, and any sporting occasion where bets are

placed on the outcome. It is very often useful to have some

measure of the skill or value of a forecast or forecasting

procedure. Definitions of ‘skill’ and ‘value’ will be deferred

until later in the book, but in some circumstances financial

considerations are important (economic forecasting, betting,

oil field size), whilst in others a correct or incorrect forecast

(medical diagnosis, extreme weather events) can mean the

difference between life and death.

Often the ‘skill’ or ‘value’ of a forecast is judged in relative

terms. Is forecast provider A doing better than B? Is a newly

developed forecasting procedure an improvement on

current practice? Sometimes, however, there is a desire to

measure absolute, rather than relative, skill. Forecast

verification, the subject of this book, is concerned with

judging how good is a forecasting system or single forecast.

Although the phrase ‘forecast verification’ is generally

used in atmospheric science, and hence adopted here, it is

rarely used outside the discipline. For example, a survey of

keywords from articles in the International Journal of

Forecasting between 1996 and 2002 has no instances of

‘verification’. This journal attracts authors from a variety of

disciplines, though economic forecasting is prominent. The

most frequent alternative terminology in the journal's

keywords is ‘forecast evaluation’, although validation and

accuracy also occur. Evaluation and validation also occur in

other subject areas, but the latter is often used to denote a

wider range of activities than simply judging skill or value –

see, for example, Altman and Royston (2000).



Many disciplines make use of forecast verification, but it is

probably fair to say that a large proportion of the ideas and

methodology have been developed in the context of

weather and climate forecasting, and this book is firmly

rooted in that area. It will therefore be of greatest interest to

forecasters, researchers and students in atmospheric

science. It is written at a level that is accessible to students

and to operational forecasters, but it also contains coverage

of recent developments in the area. The authors of each

chapter are experts in their fields and are well aware of the

needs and constraints of operational forecasting, as well as

being involved in research into new and improved methods

of verification. The audience for the book is not restricted to

atmospheric scientists – there is discussion in several

chapters of similar ideas in other disciplines. For example

ROC curves (Chapter 3) are widely used in medical

applications, and the ideas of Chapter 8 are particularly

relevant to finance and economics.

To our knowledge there is currently no other book that

gives a comprehensive and up-to-date coverage of forecast

verification. For many years, The WMO publication by

Stanski et al. (1989) and its earlier versions was the

standard reference for atmospheric scientists, though

largely unknown in other disciplines. Its drawback is that it

is somewhat limited in scope and is now rather out-of-date.

Wilks (2006b [formerly 1995], Chapter 7) and von Storch

and Zweirs (1999, Chapter 18) are more recent but,

inevitably as each comprises only one chapter in a book, are

far from comprehensive. The current book provides a broad

coverage, although it does not attempt to be encyclopedic,

leaving the reader to look in the references for more

technical material.

Chapters 1 and 2 of the book are both introductory.

Chapter 1 gives a brief review of the history and current

practice in forecast verification, gives some definitions of



basic concepts such as skill and value, and discusses the

benefits and practical considerations associated with

forecast verification. Chapter 2 describes a number of

informal descriptive ways, both graphical and numerical, of

comparing forecasts and corresponding observed data. It

then establishes some theoretical groundwork that is used

in later chapters, by defining and discussing the joint

probability distribution of the forecasts and observed data.

Consideration of this joint distribution and its decomposition

into conditional and marginal distributions leads to a

number of fundamental properties of forecasts. These are

defined, as are the ideas of accuracy, association and skill.

Both Chapters 1 and 2 discuss the different types of data

that may be forecast, and each of the next five chapters

then concentrates on just one type. The subject of Chapter

3 is binary data in which the variable to be forecast has only

two values, for example {Rain, No Rain}, {Frost, No Frost}.

Although this is apparently the simplest type of forecast,

there have been many suggestions of how to assess them,

in particular many different verification measures have been

proposed. These are fully discussed, along with their

properties. One particularly promising approach is based on

signal detection theory and the ROC curve.

For binary data one of two categories is forecast. Chapter

4 deals with the case in which the data are again

categorical, but where there are more than two categories.

A number of skill scores for such data are described, their

properties are discussed, and recommendations are made.

Chapter 5 is concerned with forecasts of continuous

variables such as temperature. Mean squared error and

correlation are the best-known verification measures for

such variables, but other measures are also discussed

including some based on comparing probability

distributions.



Atmospheric data often consist of spatial fields of some

meteorological variable observed across some geographical

region. Chapter 6 deals with verification for such spatial

data. Many of the verification measures described in

Chapter 5 are also used in the spatial context, but the

correlation due to spatial proximity causes complications.

Some of these complications, together with some

verification measures that have been developed with spatial

correlation in mind, are discussed in Chapter 6.

Probability plays a key role in Chapter 7, which covers two

topics. The first is forecasts that are actually probabilities.

For example, instead of a deterministic forecast of ‘Rain’ or

‘No Rain’, the event ‘Rain’ may be forecast to occur with

probability 0.2. One way in which such probabilities can be

produced is to generate an ensemble of forecasts, rather

than a single forecast. The continuing increase of computing

power has made larger ensembles of forecasts feasible, and

ensembles of weather and climate forecasts are now

routinely produced. Both ensemble and probability forecasts

have their own peculiarities that necessitate different, but

linked, approaches to verification. Chapter 7 describes these

approaches.

The discussion of verification for different types of data in

Chapters 3–7 is largely in terms of mathematical and

statistical properties, albeit properties that are defined with

important practical considerations in mind. There is little

mention of cost or value – this is the topic of Chapter 8.

Much of the chapter is concerned with the simple cost-loss

model, which is relevant for binary forecasts. However,

these forecasts may be either deterministic as in Chapter 3,

or probabilistic as in Chapter 7. Chapter 8 explains some of

the interesting relationships between economic value and

skill scores.

The final chapter (9) reviews some of the key concepts

that arise elsewhere in the book. It also summarises the



aspects of forecast verification that have received most

attention in other disciplines, including Statistics, Finance

and Economics, Medicine, and areas of Environmental and

Earth Science other than Meteorology and Climatology.

Finally, the chapter discusses some of the most important

topics in the field that are the subject of current research or

that would benefit from future research.

This book has benefited from discussions and help from

many people. In particular we would like to thank the

following colleagues for their particularly helpful comments

and contributions: Barbara Casati, Martin Goeber, Mike

Harrison, Rick Katz, Simon Mason, Buruhani Nyenzi and Dan

Wilks. Some of the earlier work on this book was carried out

while one us (I.T.J.) was on research leave at the Bureau of

Meteorology Research Centre (BMRC) in Melbourne. He is

grateful to BMRC and its staff, especially Neville Nicholls, for

the supportive environment and useful discussions; to the

Leverhulme Trust for funding the visit under a Study Abroad

Fellowship; and to the University of Aberdeen for granting

the leave.

Looking to the future, we would be delighted to receive

any feedback comments from you, the reader, concerning

material in this book, in order that improvements can be

made in future editions (see

www.met.rdg.ac.uk/cag/forecasting).

http://www.met.rdg.ac.uk/cag/forecasting


1

Introduction

Ian T. Jolliffe and David B. Stephenson

Mathematics Research Institute, University of Exeter

Forecasts are almost always made and used in the belief

that having a forecast available is preferable to remaining in

complete ignorance about the future event of interest. It is

important to test this belief a posteriori by assessing how

skilful or valuable was the forecast. This is the topic of

forecast verification covered in this book, although, as will

be seen, words such as ‘skill’ and ‘value’ have fairly precise

meanings and should not be used interchangeably. This

introductory chapter begins, in Section 1.1, with a brief

history of forecast verification, followed by an indication of

current practice. It then discusses the reasons for, and

benefits of, verification (Section 1.2). The third section

provides a brief review of types of forecasts, and the related

question of the target audience for a verification procedure.

This leads on to the question of skill or value (Section 1.4),

and the chapter concludes, in Section 1.5, with some

discussion of practical issues such as data quality.

1.1 A brief history and current

practice

Forecasts are made in a wide range of diverse disciplines.

Weather and climate forecasting, economic and financial

forecasting, sporting events and medical epidemics are



some of the most obvious examples. Although much of the

book is relevant across disciplines, many of the techniques

for verification have been developed in the context of

weather, and latterly climate, forecasting. For this reason

the current section is restricted to those areas.

1.1.1 History

The paper that is most commonly cited as the starting point

for weather forecast verification is Finley (1884). Murphy

(1996a) notes that although operational weather forecasting

started in the USA and Western Europe in the 1850s, and

that questions were soon asked about the quality of the

forecasts, no formal attempts at verification seem to have

been made before the 1880s. He also notes that a paper by

Köppen (1884), in the same year as Finley's paper,

addresses the same binary forecast set-up as Finley (see

Table 1.1), though in a different context.

Table 1.1 Finley's tornado forecasts

Finley's paper deals with a fairly simple example, but it

nevertheless has a number of subtleties and will be used in

this and later chapters to illustrate a number of facets of

forecast verification. The data set consists of forecasts of

whether or not a tornado will occur. The forecasts were

made from 10 March until the end of May 1884, twice daily,

for 18 districts of the USA east of the Rockies. Table  1.1

summarizes the results in a table, known as a (2  ×  2)

contingency table (see Chapter 3). Table 1.1 shows that a

total of 2803 forecasts were made, of which 100 forecast

‘Tornado’. On 51 occasions tornados were observed, and on



28 of these ‘Tornado’ was also forecast. Finley's paper

initiated a flurry of interest in verification, especially for

binary (0–1) forecasts, and resulted in a number of

published papers during the following 10 years. This work is

reviewed by Murphy (1996a).

Forecast verification was not a very active branch of

research in the first half of the twentieth century. A three-

part review of verification for short-range weather forecasts

by Muller (1944) identified only 55 articles ‘of sufficient

importance to warrant summarization’, and only 66 were

found in total. Twenty-seven of the 55 appeared before

1913. Due to the advent of numerical weather forecasting, a

large expansion of weather forecast products occurred from

the 1950s onwards, and this was accompanied by a

corresponding research effort into how to evaluate the wider

range of forecasts being made.

For the (2  ×  2) table of Finley's results, there is a

surprisingly large number of ways in which the numbers in

the four cells of the table can be combined to give measures

of the quality of the forecasts. What they all have in

common is that they use the joint probability distribution of

the forecast event and observed event. In a landmark

paper, Murphy and Winkler (1987) established a general

framework for forecast verification based on such joint

distributions. Their framework goes well beyond the (2 × 2)

table, and encompasses data with more than two

categories, discrete and continuous data, and multivariate

data. The forecasts can take any of these forms, but can

also be in the form of probabilities.

The late Allan Murphy had a major impact on the theory

and practice of forecast verification. As well as Murphy and

Winkler (1987) and numerous technical contributions, two

further general papers of his are worthy of mention here.

Murphy (1991a) discusses the complexity and



dimensionality of forecast verification, and Murphy (1993) is

an essay on what constitutes a ‘good’ forecast.

Weather and climate forecasting is necessarily an

international activity. The World Meteorological Organization

(WMO) published a 114-page technical report (Stanski et al.,

1989) that gave a comprehensive survey of forecast

verification methods in use in the late 1980s. Other WMO

documentation is noted in the next subsection.

1.1.2 Current practice

The WMO provides a Standard Verification System for Long-

Range Forecasts. At the time of writing versions of this are

available at a number of websites. The most up-to-date

version is likely to be found through the link to the User's

Guide on the website of the Lead Centre for the Long Range

Forecast Verification System

(http://www.bom.gov.au/wmo/lrfvs/users.shtml). The

document is very thorough and careful in its definitions of

long-range forecasts, verification areas (geographical) and

verification data sets. It describes recommended verification

strategies and verification scores, and is intended to

facilitate the exchange of comparable verification scores

between different centres. An earlier version is also

available as attachments II-8 and II-9 in the WMO Manual on

the Global Data-Processing System

(http://www.wmo.int/pages/prog/www/DPS/Manual/WMO485.

pdf). Attachment II-7 in the same document discusses

methods used in standardized verification of NWP

(Numerical Weather Prediction) products. Two further WMO

documents can be found at

http://www.wmo.int/pages/prog/amp/pwsp/pdf/TD-1023.pdf

and http://www.wmo.int/pages/prog/amp/pwsp/pdf/TD-

1103.pdf. These are respectively Guidelines (and

Supplementary Guidelines) on Performance Assessment of

Public Weather Services. The latter is discursive in nature,

http://www.bom.gov.au/wmo/lrfvs/users.shtml
http://www.wmo.int/pages/prog/www/DPS/Manual/WMO485.pdf
http://www.wmo.int/pages/prog/amp/pwsp/pdf/TD-1023.pdf
http://www.wmo.int/pages/prog/amp/pwsp/pdf/TD-1103.pdf


whilst the guidelines in the former are more technical in

nature.

European member states report annually on verification of

ECMWF (European Centre for Medium Range Weather

Forecasts) forecasts in their national weather services, and

guidance on such verification is given in ECMWF Technical

Memorandum 430 by Pertti Nurmi

(http://www.ecmwf.int/publications/library/ecpublications/_p

df/tm/401-500/tm430.pdf).

At a national level, verification practices vary between

different National Services, and most use a range of

different verification strategies for different purposes. For

example, verification scores used at the time of writing by

the National Climate Centre at the Bureau of Meteorology in

Australia range through many of the chapters that follow,

for example proportion correct (Chapter 3), LEPS scores

(Chapter 4), root mean square error (Chapter 5), anomaly

correlation (Chapter 6), Brier skill score (Chapter 7) and so

on (Robert Fawcett, personal communication).

There is a constant need to adapt practices, as forecasts,

data and users all change. An increasing number of

variables can be, and are, forecast, and the nature of

forecasts is also changing. At one end of the range there is

increasing complexity. Ensembles of forecasts, which were

largely infeasible 30  years ago, are now commonplace

(Chapter 8), and the verification of spatial forecasts has

advanced significantly (Chapter 6). At the other extreme, a

wider range of users requires targeted, but often simple (at

least to express), forecasts. The nature of the data available

with which to verify the forecasts is also evolving with

increasing use of remote sensing by satellite and radar, for

example.

An important part of any operational verification system is

to have software to implement the system. As well as the

widely available software described in Appendix, national

http://www.ecmwf.int/publications/library/ecpublications/_pdf/tm/401-500/tm430.pdf


weather services often have their own systems. For

example, the Finnish Meteorological Institute has a

comprehensive operational verification package, which is

regularly updated (Pertti Nurmi, personal communication).

A very useful resource is the webpage of the Joint Working

Group on Forecast Verification Research

(http://www.cawcr.gov.au/projects/verification/). It gives a

good up-to-date overview of verification methods and issues

associated with them, together with information on

workshops and other events related to verification.

1.2 Reasons for forecast

verification and its benefits

There are three main reasons for verification, whose

description dates back to Brier and Allen (1951), and which

can be described by the headings administrative, scientific

and economic. Naturally no classification is perfect and

there is overlap between the three categories. A common

important theme for all three is that any verification scheme

should be informative. It should be chosen to answer the

questions of interest and not simply for reasons of

convenience.

From an administrative point of view, there is a need to

have some numerical measure of how well forecasts are

performing. Otherwise, there is no objective way to judge

how changes in training, equipment or forecasting models,

for example, affect the quality of forecasts. For this purpose,

a small number of overall measures of forecast performance

are usually desired. As well as measuring improvements

over time of the forecasts, the scores produced by the

verification system can be used to justify funding for

improved training and equipment and for research into

http://www.cawcr.gov.au/projects/verification/


better forecasting models. More generally they can guide

strategy for future investment of resources in forecasting.

Measures of forecast quality may even be used by

administrators to reward forecasters financially. For

example, the UK Meteorological Office currently operates a

corporate bonus scheme, several elements of which are

based on the quality of forecasts. The formula for

calculating the bonus payable is complex, and involves

meeting or exceeding targets for a wide variety of

meteorological variables around the UK and globally.

Variables contributing to the scheme range from mean sea

level pressure, through precipitation, temperature and

several others, to gale warnings.

The scientific viewpoint is concerned more with

understanding, and hence improving the forecast system. A

detailed assessment of the strengths and weaknesses of a

set of forecasts usually requires more than one or two

summary scores. A larger investment in more complex

verification schemes will be rewarded with a greater

appreciation of exactly where the deficiencies in the

forecast lie, and with it the possibility of improved

understanding of the physical processes that are being

forecast. Sometimes there are unsuspected biases in either

the forecasting models, or in the forecasters’

interpretations, or both, which only become apparent when

more sophisticated verification schemes are used.

Identification of such biases can lead to research being

targeted to improve knowledge of why they occur. This, in

turn, can lead to improved scientific understanding of the

underlying processes, to improved models, and eventually

to improved forecasts.

The administrative use of forecast verification certainly

involves financial considerations, but the third, ‘economic’,

use is usually taken to mean something closer to the users

of the forecasts. Whilst verification schemes in this case



should be kept as simple as possible in terms of

communicating their results to users, complexity arises

because different users have different interests. Hence

there is the need for different verification schemes tailored

to each user. For example, seasonal forecasts of summer

rainfall may be of interest to both a farmer, and to an

insurance company covering risks of event cancellations

due to wet weather. However, different aspects of the

forecast are relevant to each. The farmer will be interested

in total rainfall, and its distribution across the season,

whereas the insurance company's concern is mainly

restricted to information on the likely number of wet

weekends.

As another example, consider a daily forecast of

temperature in winter. The actual temperature is relevant to

an electricity company, as demand for electricity varies with

temperature in a fairly smooth manner. In contrast, a local

roads authority is concerned with the value of the

temperature relative to some threshold, below which it

should treat the roads to prevent ice formation. In both

examples, a forecast that is seen as reasonably good by one

user may be deemed ‘poor’ by the other. The economic view

of forecast verification needs to take into account the

economic factors underlying the users’ needs for forecasts

when devising a verification scheme. This is sometimes

known as ‘customer-based’ or ‘user-oriented’ verification, as

it provides information in terms more likely to be understood

by the ‘customer’ or ‘user’ than a purely ‘scientific’

approach. Forecast verification using economic value is

discussed in detail in Chapter 9. Another aspect of

forecasting for specific users is the extent to which users

prefer a simple, less informative forecast to one that is more

informative (e.g. a probability forecast) but less easy to

interpret. Some users may be uncomfortable with

probability forecasts, but there is evidence (Harold Brooks,


