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PREFACE AND

ACKNOWLEDGMENTS
The best practice for mitigating the risk of site destruction,

denial, or unavailability causing disastrous loss of critical

services is to deploy redundant systems in a geographically

separated location; this practice is called geographic

redundancy or georedundancy. Enterprises deploying a

geographically redundant system may spend significantly

more than when deploying a standalone configuration up

front, and will have higher ongoing operating expenses to

maintain the geographically separated redundant recovery

site and system. While the business continuity benefits of

georedundancy are easy to understand, the feasible and

likely service availability benefits of georedundancy are not

generally well understood. This book considers the high-

level question of what service availability improvement is

feasible and likely with georedundancy. The emphasis is on

system availability of IP-based applications. WAN availability

is briefly mentioned where applicable, but is not factored

into any of the modeling. The service availability benefit is

characterized both for product attributable failures, as well

as for nonproduct attributable failures, such as site

disasters. Human factors are also taken into consideration

as they relate to procedural downtime. Furthermore, this

book considers architectural and operational topics, such as:

whether it is better to only do a georedundancy failover for

a failed element or for the entire cluster of elements that

contains the failed element; whether georedundancy

can/should be used to reduce planned downtime for

activities such as hardware growth and software upgrade;

what availability-related georedundancy requirements

should apply to each network element and to clusters of

elements; and what network element- and cluster-level



testing is appropriate to assure expected service availability

benefits of georedundancy.

This book considers the range of IP-based information and

communication technology (ICT) systems that are typically

deployed in enterprise data centers and telecom central

offices. The term “enterprise” is used to refer to the service

provider or enterprise operating the system, “supplier” is

used to refer to the organization that develops and tests the

system, and “user” is used for the human or system that

uses the system. In some cases, “enterprise,” “supplier,”

and “user” may all be part of the same larger organization

(e.g., system that is developed, tested and operated by the

IT department of a larger, and used by employees of the

organization), but often two or all three of these parties are

in different organizations.

The term network element refers to a system device,

entity, or node including all relevant hardware and/or

software components deployed at one location providing a

particular primary function; an instance of a domain name

system (DNS) server is a network element. A system is “a

collection of components organized to accomplish a specific

function or set of functions” (IEEE Standard Glossary, 1991);

a pool of DNS servers is an example of system. A solution is

an integrated suite of network elements that can provide

multiple primary functions; a customer care center that may

include functionality, such as call handling facilities, web

servers, and billing servers, is an example of a solution.

With improvements in technology and hardware capacity,

the distinction between these terms often blurs, since a

single server could perform all of the functionality required

of the solution and might be considered a network element.

The more general term “external redundancy” is used to

encompass both traditional geographic redundancy in which

redundant system instances are physically separated to

minimize the risk of a single catastrophic event impacting



both instances, as well as the situation in which redundant

system instances are physically co-located. While physically

co-located systems do not mitigate the risk of catastrophic

site failure, they can mitigate the risk of system failures.

External redundancy is contrasted with internal redundancy

in which the redundancy is confined to a single element

instance. For example, a RAID array is a common example

of internal redundancy because the software running on the

element or the RAID hardware assures that disk failures are

detected and mitigated without disrupting user service. If

each element requires a dedicated RAID array and an

enterprise chooses to deploy a pair of elements for

redundancy, then those elements could either be co-located

in a single facility or installed in separate, presumably

geographically distant, facilities. Both co-located and

geographically separated configurations are considered

“externally redundant,” as the redundancy encompasses

multiple element instances. Elements can be deployed with

no redundancy, internal redundancy, external redundancy,

or hybrid arrangements. This book discusses internal

redundancy but focuses on external redundancy

arrangements.

AUDIENCE

This book is written for network architects and designers,

maintenance and operations engineers, and decision

makers in IT organizations at enterprises who are

considering or have deployed georedundant systems. This

book is also written for system architects, system engineers,

developers, testers, and others (including technical sales

and support staff) involved in the development of systems

supporting external redundancy and solutions considering

system redundancy. This book is also written for reliability

engineers and others who model service availability of



systems that include external redundancy, including

georedundancy.

ORGANIZATION

The book is organized to enable different audiences to

easily access the information they are most interested in.

Part 1, “Basics,” gives background on georedundancy and

service availability, and is suitable for all readers. Part 2,

“Modeling and Analysis of Redundancy,” gives technical and

mathematical details of service availability modeling of

georedundant configurations, and thus is most suitable for

reliability engineers and others with deeper mathematical

interest in the topic. Part 3 ‘Recommendations’ offers

specific recommendations on architecture, design,

specification, testing, and analysis of georedundant

configurations. The recommendations section ends with

Chapter 15 which offers a summary of the material. Most

readers will focus on Parts 1 and 3; reliability engineers will

focus on Parts 2 and 3; and readers looking for a high-level

summary can focus on Chapter 15, “Summary.”

Part 1—Basics, contains the following chapters:

“Service, Risk, and Business Continuity” reviews

risk management, business continuity and disaster

recovery in the context of service availability of

critical systems.

“Service Availability and Service Reliability”

reviews the concepts of service availability and

service reliability, including how these key metrics

are measured in the field.

Part 2—Modeling and Analysis of Redundancy contains the

following chapters:

“Understanding Redundancy” factors redundancy

into three broad categories: simplex (no

redundancy), internal system redundancy, and



external system redundancy (including co-located

and geographically separated configurations). The

fundamentals of high-availability mechanisms and

modeling of availability improvements from

internal redundancy are covered. Criteria for

evaluating high-availability mechanisms are also

given.

“Overview of External Redundancy” reviews the

key techniques and mechanisms that support

failure detection and recovery that enable internal

and external redundancy. This chapter also reviews

the technical differences between local (co-

located) and geographically separated redundancy.

“External Redundancy Strategy Options” reviews

the three fundamental system-level external

redundancy strategies that are used today:

manually controlled, system-driven, and client-

initiated recovery. Case studies are given to

illustrate how these techniques can be integrated

to achieve highly available and reliable systems.

“Modeling Service Availability with External System

Redundancy” presents mathematical modeling of

the service availability benefit of the three external

redundancy strategies. First, a generic model that

roughly covers all external redundancy strategies

is presented to highlight the differences between

the recovery strategies; then more practical

strategy specific models are presented and

analyzed.

“Understanding Recovery Timing Parameters”

details how key recovery-related timing

parameters used in the mathematical modeling of

the previous chapter should be set to optimize the

recovery time for the various external redundancy

strategies.



“Case Study of Client-Initiated Recovery” uses a

domain name system (DNS) cluster as an example

of client-initiated recovery to illustrate the

concepts and models discussed earlier in this

section.

“Solution and Cluster Recovery” considers how

clusters of network elements organized into

solutions delivering sophisticated services to

enterprises and their customers can be recovered

together, and discusses the potential benefits of

cluster recovery compared to recovery of

individual elements.

Part 3—Recommendations contains the following chapters

“Georedundancy Strategy” reviews considerations

when engineering the number of sites to deploy a

solution across to assure acceptable quality service

is highly available to users.

“Maximizing Service Availability via

Georedundancy” reviews the architectural

characteristics that can maximize the service

availability benefit of external system redundancy.

“Georedundancy Requirements” lists sample

redundancy requirements for enterprise IT

organizations to consider when specifying critical

services.

“Georedundancy Testing” discusses how the

verifiable requirements of the “Georedundancy

Requirements” chapter should be tested across the

integration, system validation,

deployment/installation, and operational lifecycle

phases.

“Solution Georedundancy Case Study” discusses

analysis, architecture, design, specification, and

testing of a hypothetical solution.



“Summary” reviews the feasible improvements in

service availability that can be practically achieved

by properly configuring solutions and redundant

systems.

Since many readers will not be familiar with the principles

of Markov modeling of service availability used in this book,

a basic overview of Markov modeling of service availability

is included as an appendix.
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PART 1: BASICS

1

SERVICE, RISK, AND BUSINESS

CONTINUITY

Enterprises implement computer-based systems to provide

various information services to customers, staff, and other

systems. By definition, unavailability of services deemed

“critical” to an enterprise poses a significant risk to the

enterprise customers or stakeholders. Prolonged

unavailability of a critical system—or the information held

on that system—can be a business disaster. For example,

without access to logistics, inventory, order entry, or other

critical systems, an enterprise may struggle to operate; a

prolonged outage can cause substantial harm to the

business, and a very long duration outage or loss of critical

data can cause a business to fail.

This chapter introduces service criticality and the linkage

to service availability expectations. Georedundancy and risk

management in the context of critical computer-based

services is covered, along with business continuity planning,

recovery objectives, and strategies.

1.1 SERVICE CRITICALITY AND

AVAILABILITY EXPECTATIONS


