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Preface
The purpose of this book is to provide a simple and systematic guide to the planning 
and performance of investigations concerned with health and disease and with health 
care, whether they are designed to widen the horizons of scientifi c knowledge or to 
provide a basis for improved care in a specifi c community. It is not a compendium of 
detailed techniques of investigation or of statistical methods, but an ABC to the design, 
conduct and analysis of these studies. It is written for students and practitioners of com-
munity medicine and public health (epidemiologists, family physicians, nurses, health 
educators, administrators, and others) interested in the planning of health surveys, 
cohort and case-control studies, clinical and programme trials, studies of the use of 
health services, and other epidemiological and evaluative research. It may also be helpful 
to readers who wish only to enhance their capacity for the judicious appraisal of medical 
literature. 

The book’s change of name from ‘Survey Methods’ to ‘Research Methods’ refl ects 
the fact that it deals with observational studies of all kinds, and clinical and 
programme trials, and not only with what are commonly regarded as surveys. What-
ever its name, the book remains a simple introductory text, assuming little prior 
knowledge.

The book has been extensively revised and updated. A new chapter on the use of the 
Web for health research has been added, and so has an appendix that lists free com-
puter programs that may be useful in the planning, performance, or analysis of studies. 
As in previous editions, copious endnotes and references are provided, for the benefi t 
of readers who wish to go into things a little more deeply. These notes and references 
have also been revised and updated.

As before, there are references to Internet sites. As long as these sites remain acces-
sible, they can be helpful as sources of accessory material

Making Sense of Data, our self-instruction manual on the interpretation of epidemi-
ological data (3rd edition, Oxford University Press, 2001) and the WinPepi statistical 
programs for epidemiologists (described in Appendix C) may be regarded as compan-
ions to this volume.

J. H. Abramson

Z. H. Abramson
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1
First Steps
The purpose of most investigations in community medicine, and in the health fi eld 
generally, is the collection of information that will provide a basis for action, whether 
immediately or in the long run. The investigator perceives a problem that requires solu-
tion, decides that a particular study will contribute to this end, and embarks upon the 
study. Sound planning – and maybe a smile or two from Lady Luck – will ensure that 
the fi ndings will be useful, and possibly even of wide scientifi c interest. Only if the 
problem has neither theoretical nor practical signifi cance and the fi ndings serve no end 
but self-gratifi cation may sound planning be unnecessary.

Before planning can start, a problem must be identifi ed. It has been said that ‘if neces-
sity is the mother of invention, the awareness of problems is the mother of research’.1 
The investigator’s interest in the problem may arise from a concern with practical mat-
ters or from intellectual curiosity, from an intuitive ‘hunch’ or from careful reasoning, 
from personal experience or from that of others. Inspiration often comes from reading, 
not only about the topic in which the investigator is interested, but also about related top-
ics. An idea for a study on alcoholism may arise from the results of studies on smoking 
(conceptually related to alcoholism, in that it is also an addiction) or delinquency (both it 
and alcoholism being, at least in certain cultures, forms of socially deviant behaviour).

While the main purpose is to collect information that will contribute to the solution 
of a problem, investigations may also have an educational function and may be carried 
out for this purpose. A survey can stimulate public interest in a particular topic (the 
interviewer is asked: ‘Why are you asking me these questions?’), and can be a means 
of stimulating public action. A community self-survey, carried out by participant mem-
bers of the community, may be set up as a means to community action; such a survey 
may collect useful information, although it is seldom very accurate or sophisticated.

This chapter deals with the purpose of the investigation, reviewing the literature, 
ethical aspects, and the formulation of the study topic.

First Steps

Clarifying the purpose
Reviewing the literature
Ethical considerations
Formulating the topic

•
•
•
•
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Clarifying the Purpose

The fi rst step then, before the study is planned, is to clarify its purpose: the ‘why’ 
of the study. (We are not speaking here of the researcher’s psychological motiva-
tions – a quest for prestige, promotion, the gratifi cations of problem-solving, etc. – 
which may or may not be at a conscious level.) Is it ‘pure’ or ‘basic’ research with 
no immediate practical applications in health care, or is it ‘applied’ research? Is 
the purpose to obtain information that will be a basis for a decision on the utiliza-
tion of resources, or is it to identify persons who are at special risk of contracting a 
specifi c disease in order that preventive action may be taken; or to add to existing 
knowledge by throwing light on (say) a specifi c aspect of aetiology; or to stimulate 
the public’s interest in a topic of relevance to its health? If an evaluative study of 
health care is contemplated, is the motive a concern with the welfare of the people 
who are served by a specifi c practice, health centre or hospital, or is it to see whether 
a specifi c treatment or kind of health programme is good enough to be applied in 
other places also?

The reason for embarking on the study should be clear to the investigator. In most 
cases it will in fact be so from the outset, but sometimes the formulation of the problem 
to be solved may be less easy. In either instance, if an application is made for facilities 
or funds for the study it will be necessary to describe this purpose in some detail, so 
as to justify the performance of the study. The researcher will need to review previous 
work on the subject, describe the present state of knowledge, and explain the signifi -
cance of the proposed investigation. This is the ‘case for action’.

Preconceived ideas introduce a possibility of biased findings, and an honest self-
examination is always desirable to clarify the purposes. If the reason for studying 
a health service is that the investigator thinks it is atrocious and wants to collect 
data that will condemn it, extra-special care should be taken to ensure objectivity 
in the collection and interpretation of information. In such a case, the researcher 
would be well advised to ‘bend over backwards’ and consciously set out to seek 
information to the credit of the service. Regrettably, not all evaluative studies are 
honest.2

To emphasize the importance of the study purpose, and maybe to make it clearer, let 
us restate it in the words of three other writers:

The preliminary questions when planning a study are:
1. What is the question?
2. What will be done with the answer?3

Do not: say that you will try to formulate a good subject.
Do: tell what you want to accomplish with the subject.4

Discover the ‘latent objective’ of a project. The latent objective is the meaning of the 
research for the researcher, and gives away his or her secret hopes of what (s)he will 
achieve. To detect this latent objective, it is often fruitful to ‘begin at the end.’ How 
will the world be changed after the research is published?5
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Reviewing the Literature

The published experiences and thoughts of others may not only indicate the presence 
and nature of the research problem, but may be of great help in all aspects of planning 
and in the interpretation of the study fi ndings. At the outset of the study the investiga-
tor should be or should become acquainted with the important relevant literature, and 
should continue with directed reading throughout. References should be fi led in an 
organized way, manually or in a computerized database.6 It is of limited use to wait 
until a report has to be written, and then read and cite (or only cite) a long list of publi-
cations to impress the reader with one’s erudition – a procedure that may defeat its own 
ends, since it is often quite apparent that the papers and books listed in the extensive 
bibliography have had no impact on the investigation.

Papers should be read with a healthy scepticism; in Francis Bacon’s words, ‘Read 
not to contradict and confute, not to believe and take for granted … but to weigh and 
consider’.7 Several guides to critical reading are available.8 Remember that studies that 
have negative or uninteresting fi ndings are less likely to be published than those with 
striking fi ndings.9

If the title and abstract suggest that the paper may be of interest, then you should 
appraise the methods used in the study (which requires the kind of familiarity with 
research methods and their pitfalls that this book attempts to impart), assess the accu-
racy of the fi ndings, judge whether the inferences are valid, and decide whether the study 
has relevance to your own needs and interests. Do not expect any study to be completely 
convincing, and do not reject a study because it is not completely convincing; avoid 
‘I am an epidemiologist’ bias (repudiation of any study containing any fl aw in its design, 
analysis or interpretation) and other forms of what has been called ‘reader bias’.10

Search engines such as Google Scholar, and the increasing tendency to provide free 
access on the Internet to the full text of publications, have made it very much easier to 
fi nd relevant literature. Google Scholar not only fi nds publications, it also fi nds subse-
quent publications that have cited them, and related publications, and it provides links 
to local library catalogues.

But, at the same time, the explosive growth in published material in recent years 
means that a computer search may fi nd so many references (and so many of them 
irrelevant) that sifting them can be a demanding chore, to the extent that one may be 
misguidedly tempted to rely only on review articles, or on the abstracts provided by 
most databases, instead of tracking papers down and reading them.

Conducting a computer search in such a way that you get what you want – and don’t 
get what you don’t want – is not always easy. It is particularly diffi cult to get all of 
what you want. Investigators who wish to perform a systematic review of all previous 
published researches on a particular topic, for example, may be well advised to enlist 
the help of a librarian. A biomedical librarian advises the use of regular Google as well 
as Google Scholar if hard-to-fi nd government or conference papers are sought, and 
also advises use of PubMed and other databases if the aim is an exhaustive search.11 
Most users fi nd Google Scholar easy to use and very helpful – the answer to a maiden’s 
prayer – but its coverage (in its present incarnation) is incomplete,12 and in terms of 
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accuracy, thoroughness, and up-to-dateness it falls short of PubMed, which provides 
access to over 16 million citations, mainly from MedLine, back to the 1950s. The way 
to use PubMed is explained on the website (http://?www.ncbi.nlm.nih.gov/entrez), and 
it is easy to use if requirements are simple; but otherwise, it has been said, ‘If you enjoy 
puzzles, MedLine is great fun’.13 A user-friendly simplifi ed interface, SLIM, is now 
available.14

Ethical Considerations

Before embarking on a study the investigator should be convinced that it is ethically 
justifi able, and that it can be done in an ethical way. Ethical questions arise in both 
experimental and nonexperimental studies.

There is an obvious ethical problem whenever an experiment to test the benefi ts or 
hazards of a treatment is contemplated. However benefi cial the trial may turn out to 
be for humanity at large, some subjects may be harmed either by the experimental 
treatment or by its being withheld. There is also an ethical problem in not performing 
a clinical trial, since this may lead to the introduction or continued use of an ineffec-
tive or hazardous treatment. ‘Where the value of a treatment, new or old, is doubtful, 
there may be a higher moral obligation to test it critically than to continue to prescribe 
it year-in-year-out with the support merely of custom or wishful thinking.’15 But, it has 
been pointed out, ‘this ethical imperative can only be maintained if, and to the extent 
that, it is possible to conduct controlled trials in an ethically justifi able way’.16 The 
heinous medical experiments conducted on helpless victims by Nazi physicians in the 
fi rst part of the 20th century should never be forgotten.17

For an experimental study to be ethical, the subjects should be aware that they are 
to participate in an experiment, should know how their treatment will be decided and 
what the possible consequences are, should be told that they may withdraw from the 
trial at any time, and should freely give their informed consent. These requirements
are not always easily accepted in clinical settings, and they are sometimes cir-
cumvented by medical investigators who feel that they have a right to decide their 
patient’s treatment. Studies have shown that patients (especially poorly educated ones)
who sign consent forms are often ignorant of the most basic facts. Special problems 
concerning consent may arise in cluster-randomized trials,18 where clusters of people 
(e.g. the patients in different family practices) are randomly allocated to treatment or 
control groups (see p. 351), or where a total community is exposed to an experimental 
procedure or programme, or when experiments (such as trials of new vaccines) are 
performed in developing countries.19

Ethical objections to clinical trials are reduced if there is genuine uncertainty about 
the value of the treatment tested or the relative value of the treatments compared 
(equipoise) – for some investigators, it is suffi cient that there is genuine uncertainty in 
the health profession as a whole, whatever their own views – and if controls are given
the best established treatment. ‘The essential feature of a controlled trial is that it must 
be ethically possible to give each patient any of the treatments involved’.19
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Decisions on the ethicality of trials may not be simple.20 Bradford Hill has said that 
there is only one Golden Rule, namely ‘that one can make no generalization … the 
problem must be faced afresh with every proposed trial’.

The goals of the research should always be secondary to the wellbeing of the partici-
pants. The Helsinki declaration states:

Concern for the interests of the subject must always prevail over the interests of 
science and society … every patient – including those of a control group, if any – 
should be assured of the best proven diagnostic and therapeutic method.

But researchers sometimes argue that obtaining an answer to the research question is 
the primary ethical obligation, so that they then ‘fi nd themselves slipping across a line 
that prohibits treating human subjects as means to an end. When that line is crossed, 
there is very little left to protect patients from a callous disregard of their welfare for 
the sake of research goals’.21 This has raised debates about possible ‘scientifi c impe-
rialism’, characterized by the performance of trials, sometimes with lowered ethical 
standards, in countries that are unlikely to benefi t from the fi ndings: ‘Are poor people 
in developing countries being exploited in research for the benefi t of patients in the de-
veloped world where subject recruitment to a randomized trial would be diffi cult?’22

In 1997, a furore was aroused at the disclosure that, in developing countries, controls 
were receiving placebos in trials, sponsored by the USA, of regimens to prevent the 
transmission of human immunodefi ciency virus (HIV) from mothers to their unborn 
children, although there was an effective treatment that had been recommended for 
all HIV-infected pregnant women in the USA and some other countries. A debate en-
sued, the main issue being whether the Helsinki declaration’s requirement that controls 
should be given the best current treatment was outweighed by the claims that a com-
parison with placebo was the best way of fi nding out whether the relatively cheap ex-
perimental regimens would be helpful in countries that cannot afford optimal care, and 
that the investigators were simply observing what would happen to the infants of the 
controls, who would anyway not have received treatment if there had been no study.

How well the trial is planned and performed is also important:

Scientifi cally unsound studies are unethical. It may be accepted as a maxim that 
a poorly or improperly designed study involving human subjects – one that could 
not possibly yield scientifi c facts (that is, reproducible observations) relevant 
to the question under study – is by defi nition unethical. When a study is in itself 
scientifi cally invalid, all other ethical considerations become irrelevant. There is no 
point in obtaining ‘informed consent’ to perform a useless study.23

It is generally accepted that a study that is too small to provide clear results is ipso 
facto unethical. But it is has been argued that this is not necessarily so, since a larger 
sample size would impose the burden of participation on more subjects, without having 
a proportionate effect on the trial’s capacity to yield clear results.24

Other ethical considerations may arise after the trial has started. If it is found to be in a 
subject’s interest to stop or modify the treatment, or to start treating a control subject, then 
there should be no hesitation in doing so. If there is reason to think that continuation of 
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the trial may be harmful, then it should be stopped forthwith. For example, the fi rst rand-
omized controlled trial of the protective effect against HIV infection of the performance 
of circumcision of young men, conducted in Orange Farm, a region close to Johannesburg 
in South Africa, was stopped as soon as an interim analysis revealed that the incidence of 
HIV infection was much higher in the controls than in the circumcised group.25

In nonexperimental studies26 ethical problems are usually less acute, unless the study 
involves hazardous test procedures or intrusions on privacy. But here, too, there is a 
need for informed consent27 if participants are required to answer questions, undergo 
tests that carry a risk (however small), or permit access to confi dential records. The 
investigators should give an honest explanation of the purpose of the survey when 
enlisting subjects, and respondents should be told what their participation entails, and 
assured that they are free to refuse to answer questions or continue their participation. 
Pains should be taken to keep information confi dential. Any promises made to partici-
pants, e.g. about anonymity or the provision of test results, should of course be kept.

Of particular importance is the question of what action should be taken if a survey 
reveals that participants would benefi t from medical care or other intervention. In stud-
ies involving HIV antibody testing, subjects with positive results should obviously be 
notifi ed, even if this affects the soundness of the study.28

The notorious Tuskegee study in Alabama is a horrible illustration of an unethical 
survey.29 It began in 1932, with the aim of throwing light on the effects of untreated 
syphilis. Some 400 untreated Black syphilitics (mostly poor and uneducated) were 
identifi ed and then followed up; their course was compared with that of apparently 
syphilis-free age-matched controls. Treatment of syphilis was withheld. By 1938–1939 
it was found that a number of the men had received sporadic treatment with arsenic or 
mercury, and a very few had had more intensive treatment. In the interests of science 
‘fourteen young untreated syphilitics were added to the study to compensate for this’. 
Treatment was withheld even when penicillin was found to be effective and became 
easily available in the late 1940s and early 1950s. Participants received free benefi ts, 
such as free treatment (except for syphilis), free hot lunches, and free burial (after a 
free autopsy). By 1954 it was apparent that the life expectancy of the untreated men 
aged 25–50 was reduced by 17%. By 1963, 14 more men per 100 had died in the syphi-
litic group than in the control group. In 1972 there was a public outcry, and compensa-
tion payments were later made.

There are those who say that political decisions that may involve risk to human life, 
e.g. the raising of speed limits on interurban roads, without setting cut-off points for early 
termination in the case of adverse results, are unethical before–after experiments.30

In many countries informed consent is mandatory for studies of human subjects un-
less there are valid contraindications, such as qualms about alarming fatally ill patients 
with doubts about the effi cacy of treatment. Many institutions have ethical committees 
that review and sanction proposed studies. Some investigators feel that this control is 
too permissive, but there are some who think it is too restrictive (it ‘stops worthwhile 
research’).31 A fanciful account of the rise and fall of epidemiology between 1950 and 
2000 (printed in 1981)32 attributed the fall to ethical committees and regulations de-
signed to protect the confi dentiality of records.
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At a different ethical level, consideration should be given to the justifi cation for 
any proposed study in the light of the availability of resources and the alternative 
ways in which these might be used. Does the possible benefi t warrant the required 
expenditure of time, manpower and money? Is it ethical to perform the study at the 
expense of other activities, especially those that might directly promote the commu-
nity’s health?

An honest endeavour to clarify the purpose of the study may lead to second thoughts: 
is the study really worth doing? A great deal of useless research is conducted. This 
wastes time and resources, and exposes the scientifi c method to ridicule.33

Formulating the Topic

When the purpose and moral justifi cation of the study are clear, the investigator can 
formulate the topic he or she proposes to study, in general terms. In many cases this is 
easily done and almost tautological. For example, if the reason for setting up the study 
is that infant mortality is unduly high in a given population and there is insuffi cient in-
formation on its causes for the planning of an action programme, the topic of the study 
can be broadly stated as ‘the causes of infant mortality in a defi ned population in a 
given time period’. If the reason for the investigation is that health education on smok-
ing has been having little effect, and that it is considered that certain new methods may 
be more effective, the investigation will be a comparative study of defi ned educational 
techniques for the reduction of smoking.

In other instances the formulation of the topic may be less easy, since the researcher 
may have diffi culty in deciding precisely what study is needed to solve the research 
problem, taking account of practical limitations. As an illustration, a problem arose in 
a tuberculosis programme; the extent of public participation in X-ray screening activi-
ties fell short of what was desired, and there were indications that the tuberculosis rate 
was higher among people who did not come for screening. It was decided to seek infor-
mation that would help to improve the situation, but considerable thought was required 
before a study topic could be formulated. The alternative topics were the reasons for 
nonparticipation and those for participation. For a variety of reasons, it was decided 
that the latter approach would be more useful.34

As another example, a researcher interested in a possible association between eating 
fi sh and coronary heart disease has several alternative approaches. One, for example, is 
to study the previous dietary habits of people with and without coronary heart disease; 
another is to follow up groups of people whose diets differ, and determine the occur-
rence of the disease during a defi ned period; and a third is to examine statistics on the 
disease rates and average fi sh consumption of different countries. The decision will be 
based both on the ease with which the required information can be obtained and on the 
probability of obtaining convincing evidence, one way or the other.

At this early stage, the formulation of the topic of study may be regarded as a provi-
sional one. The feasibility of a valid study still has to be determined. When planning 
and the pretesting of methods get under way, it frequently happens that unpredicted 
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diffi culties come to light, requiring a modifi cation of the topic or even leading to a 
decision that there is no practicable way of solving the research problem.
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interpretation of epidemiologic data, 3rd edn. New York: Oxford University Press; 2001).

 9.  Publication bias is an established fact in the health fi eld: negative or inconclusive studies are 
often ‘tucked away in desk drawers’ or rejected; e.g. see: Easterbrook PJ, Berlin JA, Gopalan 
R, Matthews DR (Publication bias in clinical research. Lancet 1991; 337: 867), Dickersin K, 
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epidemiological research: should we be submitting papers before we have the results and sub-
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36: 940).
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11.   Giustini D. How Google is changing medicine. British Medical Journal 2005; 331: 1487.
Advanced search techniques for use with Google Scholar are described by Noruza A (Google 

Scholar: the new generation of citation indexes. Libri 2005; 55: 170).
12.   Burright M. Database reviews and reports: Google Scholar – science & technology. 2006. 

Available at http://www.istl.org/06-winter/databases2.html.
13.   Sackett et al. (2005; see note 8). For a simple guide to the use of Medline, see Greenhalgh T 

(How to read a paper: the Medline database. British Medical Journal 1997; 315: 180).
Finding a specifi c article, or a few articles on a specifi c topic, is easy. But an exhaustive 

search is another story. According to the Cochrane Handbook, an exhaustive PubMed hunt 
for randomized controlled trials (for a meta-analysis) requires 26 search terms over and above 
those specifying the topic of the trials (Higgins JPT, Green S (eds), Cochrane handbook for 
systematic reviews of interventions [updated September 2006], appendix 5b.3. Available at 
http://www.cochrane.org/resources/handbook/hbook.htm).

14.  SLIM (Slider Interface for MedLine/PubMed Searches), is available at http://pmi.nlm.nih.gov/slim.
15.  Green FHK, cited by Hill (1997; see note 20).
16.  Roy DJ. Controlled clinical trials: an ethical imperative. Journal of Chronic Diseases 1986; 39: 159.
17.  Seidelman WE (Mengele Medicus: medicine’s Nazi heritage. Milbank Quarterly 1988; 66: 221) 

cites the horrors committed by Mengele and other Nazi physicians as warnings against ‘ethical 
compromise where human life and dignity become secondary to personal, professional, scien-
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victims of medical science. British Medical Journal 1996; 313: 1463) and Annas GJ, Grodin 
MA (eds) (The Nazi doctors and the Nuremberg Code: human rights in human experimentation. 
New York: Oxford University Press; 1995).

Experiments on prisoners in the USA are described by Hornblum AM (They were cheap and 
available: prisoners as research subjects in twentieth century America. British Medical Journal 
1997; 315: 1437).

18.  In cluster-randomized trials, e.g. those in which communities or general practices are ran-
domly assigned to treatment or control groups, it is generally impracticable to obtain informed 
consent for inclusion in the trial from every individual subject before assignment.

However, in cluster-randomized trials in which intervention is targeted at individuals (e.g. 
if vitamin or placebo capsules are administered), subjects may be given the option of leaving 
the trial (after assignment) and choosing an alternative, e.g. routine care. And in studies where 
outcomes are measured at an individual level, subjects may be required to give their assent to 
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measurements or access to their medical records; this may be regarded as less important if out-
comes are studied only at a group level (e.g. changes in hypertension prevalence).

Opinions differ on the importance of informed consent in cluster-randomized trials, espe-
cially in control groups receiving conventional care. However, especially if intervention or nonin-
tervention carries risks, informed consent should probably always be requested from the groups’ 
‘gatekeepers’ (who can provide access to their members) – or, preferably, ‘guardians’ (who can be 
expected to protect the groups’ interests), such as head teachers, community leaders, or local health or 
political authorities. Because of possible confl icts of guardians’ interests, particularly if the guardians 
are health authorities, approval should always be obtained from an ethics committee.

For fuller discussions of ethical considerations in cluster-randomized studies, see Donner 
A, Klar N (Pitfalls of and controversies in cluster randomization trials. American Journal of 
Public Health 2004; 94: 416), Hutton JL (Are distinctive ethical principles required for cluster 
randomised clinical trials? Statistics in Medicine 2001; 20: 473), and Edwards SJL, Braunholtz 
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collective decision-making is customary, communal leaders can express the collective will. 
However, the refusal of individuals to participate in a study has to be respected: a leader may 
express agreement on behalf of a community, but an individual’s refusal of personal participa-
tion is binding.’(cited by Donner and Klar 2004, op. cit.)
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in developing countries may not be conversant with the concepts and techniques of experimen-
tal medicine … Where individual members of a community do not have the necessary aware-
ness of the implications of participation in an experiment to give adequately informed consent 
directly to the investigators, it is desirable that the decision whether or not to participate should 
be elicited through the intermediary of a trusted community leader. The intermediary should 
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Biomedical Research Involving Human Subjects published by the World Health Organization
and the Council for International Organizations of Medical Sciences. Cited by Hutton JL 
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precise experimental methods now used nationally and internationally’.
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Political and Social Science 1978; 437: 128 [reprinted in Susser M. Epidemiology, health and 
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2
Types of Investigation
Before discussing the detailed planning of a study, we will consider the types of 
investigation and their nomenclature. The primary distinction is between surveys 
(or observational studies) and experiments (trials). The various types of epidemiological 
and evaluative studies will be reviewed in this chapter.

Surveys and Experiments

Since a survey is most easily defi ned negatively, as a nonexperimental investigation, 
we will start by defi ning an experiment.

An experiment is an investigation in which the researcher, wishing to study the 
effects of exposure to, or deprivation of, a defi ned factor, decides which subjects (per-
sons, animals, towns, etc.) will be exposed to, or deprived of, the factor. Experiments 
are studies of deliberate intervention by the investigators. If the investigator compares 
subjects exposed to the factor with subjects not exposed to it, this is a controlled 
experiment; the more care that is taken to ensure that the two groups are as similar 
as possible in other respects, the better controlled is the experiment. In a controlled 
experiment on the effect of vitamin supplements, for example, it is the investigator 
who decides who will and who will not receive such supplements; in a survey, by 
contrast, people who happen to be taking vitamin supplements are compared with 
people who are not.

A study is a true experiment only if decisions about exposure to the factor under consid-
eration (e.g. to whom will vitamin supplements be offered) are made by the experimenter. 
A researcher who wants to conduct an experiment does not always have full control over 
the situation, and may be unable to make such decisions. It may be possible, however, to 
construct a study that resembles an experiment, although in this respect it falls short of 
being a true one. For example, it may be feasible to make observations before and after 
some intervention not under the investigator’s control (medical treatment, exposure to a 
health education programme, etc.) and to make parallel observations in an unexposed 
group. The study may then be called a quasi-experiment1 (although some experts prefer
to regard such studies as nonexperimental). This term is also sometimes used if the 
allocation to experimental and control groups (even if under the experimenter’s control) 
is not random (see randomization, p. 328).
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Although quasi-experiments are sometimes given the unfl attering appellation of 
‘pseudo-experiments’, they are often well worth doing when a true experiment is not 
feasible (see pp. 347 and 349); but their fi ndings must be interpreted with caution – it 
may be diffi cult to be sure that the outcome is, in fact, attributable to the intervention.

The term natural experiment is often applied to circumstances where, as a result 
of ‘naturally’ occurring changes or differences, it is easy to observe the effects of a 
specifi c factor. A famine may permit a study of the effects of starvation. A recent 
example is the demonstration of a raised schizophrenia rate in the offspring of mothers
who were exposed to a famine at the time of conception or early pregnancy.2 Snow’s 
classic comparison of cholera rates in homes with different water sources, some more 
contaminated than others, in London in the middle of the 19th century,3 may also be 
termed a ‘natural experiment’ or ‘experiment of opportunity’. ‘Natural experiments’ 
are surveys or, at most, quasi-experiments (if they examine the effects of man-made 
changes not planned as experiments, as in the demonstration that the incidence of 
myocardial infarction in a community in Montana was lower during the operation of 
a smoking ban in public places than before or after the enforcement of the ban).4

Manipulations of animals or human beings are not synonymous with experiments. 
An investigator who studies bacteriuria in pregnancy by needling the bladders of preg-
nant women through their abdominal walls in order to collect urine for examination is 
conducting a survey, not an experiment. An experiment is always a study of change.

A survey (or observational study)5 is an investigation in which information is sys-
tematically collected, but the experimental method is not used; that is, there is no 
active intervention by the investigators. In this book, ‘survey’ is used in a broad sense to 
mean a nonexperimental study of any kind and does not have the narrow connotations 
sometimes associated with the term, such as a public opinion survey, a questionnaire 
survey, a descriptive study of population characteristics, a fi eld survey, or a household 
survey. Surveys are not necessarily brief operations; they may involve long-term sur-
veillance (see p. 25) or repeated interviews or examinations.

Descriptive and Analytic Studies

Studies may be descriptive or analytic.

A descriptive study sets out to describe a situation, e.g. the distribution of a disease 
in a population in relation to age, sex, region, etc. An analytic (or explanatory) study 
tries to fi nd explanations or examine causal processes (Why does the disease occur 
in these people? Why do certain people fail to make use of health services? Can the 
decreased incidence of the disease be attributed to the introduction of preventive meas-
ures? Does treatment reduce the risk of complications?). This is done by formulating 
and testing hypotheses, which may have various sources,6 including the fi ndings of 
previous descriptive studies.

An analytic study may be used to explain a local situation in a specifi c population in 
which the investigator is interested, or to obtain results of a more general applicability, 
e.g. new knowledge about the aetiology of a disease.
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All descriptive studies are surveys, but surveys can also be analytic; experiments are 
obviously analytic. The distinction between a descriptive and an analytic survey is not 
always clear, and many surveys combine both purposes.

Cross-sectional and Longitudinal Studies

Studies, whether descriptive, analytic or both, can be usefully categorized as cross-
sectional or longitudinal, depending on the time period covered by the observations. 
A cross-sectional study (an ‘instantaneous’, ‘simultaneous’, or ‘prevalence’ study) 
provides information about the situation that exists at a single time, whereas a longitudi-
nal (‘time-span’) study provides data about events or changes during a period of time.

A survey in which children are measured in order to determine the distribution of 
their weights and heights, or to compare heights at different ages, is cross-sectional; the 
children are examined once, at about the same time (not necessarily on the same day). 
A survey in which the same children are examined repeatedly in order to appraise their 
growth is longitudinal. If the infl uence on child growth of parents’ smoking habits is 
investigated in any of these surveys, the study is an analytic one. Most experiments are 
longitudinal studies that follow up different groups to measure events or changes; some 
only compare the status of the groups after the experimental exposure (‘postmeasure 
only’ trials), without measuring their initial status.

Any longitudinal survey in which a group (or ‘cohort’) of individuals (however 
selected) is followed up for some time may be called a cohort (‘follow-up’, ‘panel’) 
study; but the term ‘cohort study’ is generally used more restrictively, to refer to an 
analytic longitudinal study (see p. 20). ‘Cohort study’ should not be confused with 
‘cohort analysis’.7 A study of the occurrence of new cases of a disease is an incidence 
study, and a follow-up study of persons born in a defi ned period is a birth-cohort 
study.

Note that the distinction between cross-sectional and longitudinal studies depends only 
on whether the information collected refers to a particular time. The timing of the study – 
when it is conducted, i.e. at the same time as the events studied (a concurrent study) or 
afterwards (a historical study) – is not relevant. Nor does it matter whether the study uses 
previously recorded data, or data collected after the start of the study; these two kinds 
of data are best termed retrolective and prolective respectively (from the Latin root of 
the word ‘collect’)8 rather than ‘retrospective’ and ‘prospective’, to avoid confusion with 
other meanings of the latter terms. Note also that the term ‘cross-sectional’ is sometimes 
used in other senses, e.g. for studies of total populations or representative samples (‘cross-
sections’) of them.

In some studies, data that refer to the present time are treated as if they referred 
to the past. Reported disease in the subject’s relatives, for example, may be taken as 
evidence of prior exposure to genetic or other familial factors; or in a study of the 
association between lead poisoning and behavioural problems in school, the lead content 
of milk teeth may be used as an indicator of lead poisoning in early childhood.9 It has 
been suggested that such studies should be called pseudolongitudinal.
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Epidemiological Studies

Epidemiology is the study of the distribution and determinants of health-related states 
or events in specifi ed populations, and the application of this study to control of health 
problems.10

Epidemiological studies have three main uses. First, they serve a diagnostic purpose. 
Just as a diagnosis of the patient’s state of health is a prerequisite for good clinical care, 
so a community diagnosis (see Chapter 34) or group diagnosis, leading to a needs 
assessment,11 provides a basis for the care of a specifi c community (or other defi ned 
group). Epidemiological studies – descriptive and analytic – provide the required in-
formation about health status and the determinants of health in a specifi c community 
or group. Second, epidemiological studies (mainly analytic surveys) can throw light on 
aetiology, prognostic factors, the natural history of disease, and growth and develop-
ment. Such knowledge is of general interest and has a wide applicability, in addition to 
the help it provides in specifi c local situations. Third, epidemiological studies (surveys 
and experiments) can contribute to the evaluation of health care both in specifi c local 
situations (how well an accident prevention programme is working) and in general 
(whether this vaccine prevents disease). Surveys of population health, it has been said, 
‘can be both the alpha and omega of health care by being the vehicle for both the dis-
covery of need and the evaluation of the outcome of care and treatment’.12

The role of epidemiological studies in community-oriented primary care, which in-
tegrates the care of individuals with the care of the community as a whole, will be 
described in Chapter 34.

A schematic classifi cation of epidemiological studies is shown on the next page.
Descriptive epidemiological surveys may be cross-sectional (how many blind people 

there are in the population) or longitudinal. Longitudinal surveys investigate change, 
e.g. studies of child growth and development, or a changing suicide rate, or the ‘natural 
history’ of disease (what the course of events after infection with HIV is), or the occur-
rence of new cases of disease or deaths in the population. They include clinical studies 
that describe the features or progress of a series of patients. Descriptive epidemiological 
surveys do not aim to fi nd explanations, but their fi ndings are often presented by age, sex, 
region, and other demographic variables. If the associations with the latter variables are 
explored in detail, then the survey can be regarded as both descriptive and analytic.

Analytic epidemiological surveys and experiments and quasi-experiments may be 
group-based, individual-based, or multilevel.

Group-based analytic surveys

A group-based analytic survey13 is a comparison of groups or populations. It is a study 
of a group of groups, not a group of individuals. Such studies are sometimes termed 
ecological or correlation studies. As an example, a group of countries could be com-
pared with respect to their death rates from cirrhosis of the liver, on the one hand, 
and the average consumption of alcohol and various nutrients on the other hand.14 Or 
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general practices could be compared, as in a recent study in England that showed that 
statins (lipid-lowering drugs) were prescribed more in practices serving deprived com-
munities, irrespective of the prevalence of coronary heart disease and diabetes and the 
proportion of ethnic minorities and elderly patients.15

We could also conduct a trend or time-series study16 by comparing the fi ndings of 
descriptive studies performed in the same group at different times, e.g. by analysing 
the changing mortality rate from a disease in relation to changes in average fat intake 
and per capita tobacco consumption.17 Such studies often produce results of consider-
able interest, like the doubling of the rate of fractures of the proximal femur in Oxford 
over a 27-year period.18 Comparisons of trends in different populations may be instruc-
tive: a study of liver cirrhosis mortality in 25 European countries between 1970 and 
1989 showed different trends in different regions, but the rates declined in all regions a 
few years after a decrease in per capita alcohol consumption; there was also evidence 

Types of epidemiological study

Descriptive surveys

   Cross-sectional

   Longitudinal (studies of change)

Analytic surveys

   Group-based (ecological studies, trend studies)

   Individual-based

     Cross-sectional

     Cohort (follow-up) 

     Case-control 

     Case-only

   Multi-level

Experiments and quasi-experiments (intervention studies, trials)

   Group-based

   Individual-based

   Multi-level
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of a birth-cohort effect,5 portending a future decrease in mortality in western and 
southern Europe, and an increase in eastern and northern Europe.19

Group-based studies are sometimes denigrated, on two main grounds. First, because 
they sometimes yield misleading results as a result of the inaccuracy, inappropriate-
ness or unavailability of data, often obtained from national statistical offi ces or other 
offi cial sources. But even then, they may serve to draw attention to differences or 
trends meriting further investigation. The strong positive correlation between infant 
mortality and the number of doctors per 10,000 population demonstrated in 1978 in a 
comparison of 18 developed countries in Europe and North America did not necessar-
ily mean that infants should be kept away from doctors, but it raised important ques-
tions, even if the correlation was a refl ection of other (then unknown, and now partly 
known) factors for which data were not available.20 Doll and Peto have pointed out that 
although the striking correlations between colon cancer and meat consumption and 
between breast cancer and fat consumption, observed in international comparisons, 
may not mean that eating meat or fat is a major aetiological factor, they certainly show 
that the large international differences in the rates of these neoplasms are not chiefl y 
genetic in origin, and suggest that these cancers are largely avoidable.21

Second, it may be misleading to apply the fi ndings of a group-based study at an 
individual level; this has been termed the ecologic fallacy, a type of cross-level bias. 
Death rates from road accidents may be higher in richer countries, but within coun-
tries they may be higher in poorer people. If we fi nd that populations with a high 
consumption of beer tend to have a high death rate from cancer of the rectum,22 this 
does not necessarily mean that individuals who drink more beer are prone to develop 
this tumour; this should be tested in an individual-based survey, or maybe in a rather 
pleasant experiment.

The term ‘ecologic fallacy’ has unfortunately tended to throw ecologic studies into 
disrepute. But the fi ndings of group-based studies can be important in their own right, 
and there is no reason to expect that their fi ndings will necessarily be valid at an 
individual level22 (or, conversely, that fi ndings at an individual level will necessarily 
be valid at a group level, which has been called the ‘atomistic fallacy’).23 A compari-
son of villages in Mexico showed a strong association between dengue infection (the 
presence of antibodies) and exposure to Aedes aegyptii mosquitoes; this was a useful 
fi nding, although no such association existed at an individual level.24 Similarly, the 
observation that after fl oods in Bangladesh there was an increase in the proportions 
of children who manifested aggressive behaviour and enuresis is of interest, although 
the behaviour of individual children did not vary according to the danger of drowning 
they personally experienced.25

Group-based studies are sometimes the only appropriate study design, e.g. in com-
parisons of groups exposed to different environmental infl uences26 or differing with 
respect to processes of intra-group transmission or interaction, and sometimes they 
facilitate the study of relationships with environmental exposures that are diffi cult to 
measure at an individual level. Group-based studies have assumed greater importance 
with the resurgence of interest in the infl uence of societal and other group processes 
on health, and in the determinants of the health status of human populations.27
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Individual-based analytic surveys

Individual-based analytic surveys are, of course (like all epidemiological studies), 
studies of groups, but they utilize information about each individual in the group. In 
their simplest form, such surveys are performed to test a hypothesis that a specifi c 
causal factor is a determinant of a specifi c disease (or other outcome), by measuring 
each individual’s exposure to the postulated causal factor and the presence of the dis-
ease in each individual.

Most individual-based analytic surveys can be categorized as cross-sectional, cohort 
or case-control studies, or as combinations of these types.

An analytic cross-sectional study examines the associations that exist in a group or 
population (or a sample of a group or population) at a given time. The study may be 
based on retrolective i.e., (previously recorded) or prolective data.

A cohort study is an analytic follow-up or prospective study in which people who are 
(respectively) exposed and not exposed to the postulated causal factor(s), or who have 
different degrees of exposure, are compared with respect to the subsequent develop-
ment of the disease (or other outcome under study); the people who are followed up 
are referred to as the cohort. If the disease is one that cannot be contracted twice, then 
people who have it at the outset (before the follow up) are generally excluded from the 
comparison.

Note two sources of possible terminological confusion: the term ‘cohort study’ is some-
times used for a descriptive (nonanalytic) follow-up study, and the term ‘prospective’ is 
often used to indicate the collection of data after the start of a study (prolective data; 
see p. 15), rather than a cohort-study design.

A cohort study resembles an experiment, except that exposure or nonexposure is not 
controlled by the investigator. Specifi c subjects may be chosen for follow-up because 
of their exposure or nonexposure to the causal factor, or a cohort may be selected in 
some other way (say, because of residence in a specifi c neighbourhood), characterized 
with respect to exposure status, and followed up. As an example, baseline information 
about drinking habits and other characteristics was obtained for a population sample of 
Finnish beer-drinkers; after a 7-year follow up, a comparison of men who initially had 
different drinking habits showed that mortality was three times as high among men 
who had beer binges (six or more bottles per session) than among those who usually 
drank less than three bottles each time (allowing for differences in age, smoking, total 
alcohol consumption, and other factors that might affect mortality).28

Previously collected (retrolective) and historical data are often used in cohort 
studies. An extreme example is a comparison of the mortality of obese and nonobese 
persons, the data being their weight when they originally took out life insurance 
policies (before the study) and their survival from then until the time of the study. 
This may be called a historical prospective study (among other terms).29 As another 
example, a cohort study that started in 1976, in which 121,700 nurses were followed 
up by postal questionnaire every 2 years, was able to demonstrate that their weight at 
birth had a strong inverse relationship with the occurrence of coronary heart disease 
between 1976 and 1992, using birth weights reported in the 1992 questionnaire; the 
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authors describe their design as ‘retrospective self report of birth weight in an ongo-
ing longitudinal cohort of nurses’.30

In a typical case-control study to examine the relationship between a suspected 
causal factor and a disease (or other outcome), prior exposure to the causal factor is 
compared in people with the disease and in controls who are representative of the 
population ‘base’ from which the cases came.31 Ideally, the controls are people who 
would have become cases in the study if they had developed the disease. This condi-
tion is most easily met in a case-control study performed within a defi ned population. 
It can also be easily satisfi ed if the case-control study is performed in the framework 
of a cohort study, so that the experience of new cases identifi ed in the study cohort 
can be compared with that of controls from the same cohort. This is a nested case-
control study, where the controls are selected from cohort members who were free 
of the disease at the time the corresponding case developed it. If a case-control study 
is performed in a defi ned cohort, a case-base or case-cohort design can be used, by 
selecting controls who represent the total cohort, regardless of their future disease 
status.

There are two main types of case-control study: classic, cumulative or cumulative-
incidence case-control studies, in which the controls are selected after the risk of becom-
ing a case has passed (e.g. at the end of an epidemic); and density or incidence-density 
case-control studies, in which cases and controls are sampled throughout the period of 
the study (the cases at the time they develop the illness, and the controls from people free 
of the illness at the time the cases develop it).

The selection of cases and controls for a case-control study will be considered in 
more detail in Chapter 9.

As a simple example of a case-control study, women students who acquired their fi rst 
urinary tract infection were compared with sexually active women without a history of 
urinary tract infection, drawn from a random sample of all students at the same university. 
Questions about condom use in the previous fortnight indicated that use of an unlubri-
cated condom strongly increased the risk of urinary tract infection (compared with no 
birth control method); the increased risk was much smaller if the condom was lubricated 
or spermicide-coated.32

Two examples of nested case-control studies are:

Men killed in road accidents during a 15-year cohort study of steelworkers were 
compared with control workers drawn from the same cohort. One of the fi ndings 
was that exposure to high levels of noise at work was associated with an approxi-
mately doubled risk of being killed in a road accident.33

Participants in the cohort study of 121,700 nurses were asked in 1982 to submit 
toenail clippings (and 68,213 did so) in order to permit use of the concentrations 
of iron, arsenic, zinc and other trace elements in the clippings as measures of the 
intake of these elements. The toenail trace element levels of new cases of breast 
cancer identifi ed between 1982 and 1986 were then compared with those of 459 
individually matched controls. A simple cohort design would have required assays 
of clippings from 68,213 nurses, instead of about 900.34

1.
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