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PREFACE

DEFINING DATA MINING THE WEB

By data mining the Web, we refer to the application of data mining methodologies,
techniques, and models to the variety of data forms, structures, and usage patterns
that comprise the World Wide Web. As the subtitle indicates, we are interested in
uncovering patterns and trends in the content, structure, and use of the Web. A good
definition of data mining is that in Principles of Data Mining by David Hand, Heikki
Mannila, and Padhraic Smyth (MIT Press, Cambridge, MA, 2001): “Data mining is
the analysis of (often large) observational data sets to find unsuspected relationships
and to summarize the data in novel ways that are both understandable and useful to the
data owner.” Data Mining the Web: Uncovering Patterns in Web Content, Structure,
and Usage demonstrates how to apply data mining methods and models to Web-based
data forms.

THE DATA MINING BOOK SERIES

This book represents the third volume in a data mining book series. The first volume
in this series, Discovering Knowledge in Data: An Introduction to Data Mining, by
Daniel Larose, appeared in 2005, and introduced the reader to this rapidly growing
field of data mining. The second volume in the series, Data Mining Methods and
Models, by Daniel Larose, appeared in 2006, and explores the process of data mining
from the point of view of model building—the development of complex and powerful
predictive models that can deliver actionable results for a wide range of business
and research problems. Although Data Mining the Web: Uncovering Patterns in Web
Content, Structure, and Usage serves well as a stand-alone resource for learning how
to apply data mining techniques to Web-based data, reference is sometimes made to
more complete coverage of certain topics in the earlier volumes.

HOW THE BOOK IS STRUCTURED

The book is presented in three parts.

Part I: Web Structure Mining

In Part I we discuss basic ideas and techniques for extracting text information from the
Web, including collecting and indexing web documents and searching and ranking

xi
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web pages by their textual content and hyperlink structure. Part I contains two chapters,
Chapter 1, Information Retrieval and Web Search; and Chapter 2, Hyperlink-Based
Ranking.

Part II: Web Content Mining

Machine learning and data mining approaches organize the Web by content and thus
respond directly to the major challenge of turning web data into web knowledge. In Part
II we focus on two approaches to organizing the Web, clustering and classification. Part
II consists of three chapters: Chapter 3, Clustering; Chapter 4, Evaluating Clustering;
and Chapter 5, Classification.

Part III: Web Usage Mining

Web usage mining refers to the application of data mining methods for uncovering
usage patterns from Web data. Web usage mining differs from web structure mining
and web content mining in that web usage mining reflects the behavior of humans as
they interact with the Internet. Part III consists of four chapters: Chapters 6, Introduc-
tion to Web Usage Mining; Chapter 7, Preprocessing for Web Usage Mining; Chapter
8, Exploratory Data Analysis for Web Usage Mining; and Chapter 9, Modeling for
Web Usage Mining: Clustering, Association, and Classification.

WHY THE BOOK IS NEEDED

The book provides the reader with:

� The models and techniques to uncover hidden nuggets of information in Web-
based data

� Insight into how web mining algorithms really work
� The experience of actually performing web mining on real-world data sets

“WHITE-BOX” APPROACH: UNDERSTANDING
THE UNDERLYING ALGORITHMIC AND
MODEL STRUCTURES

The best way to avoid costly errors stemming from a blind black-box approach to data
mining, is to apply, instead, a white-box methodology, which emphasizes an under-
standing of the algorithmic and statistical model structures underlying the software.
The book, applies this white-box approach by:

� Walking the reader through various algorithms
� Providing examples of the operation of web mining algorithms on actual large

data sets
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� Testing the reader’s level of understanding of the concepts and algorithms
� Providing an opportunity for the reader to do some real web mining on large

Web-based data sets

Algorithm Walk-Throughs

The book walks the reader through the operations and nuances of various algorithms,
using small sample data sets, so that the reader gets a true appreciation of what is
really going on inside an algorithm. For example, in Chapter 1, we demonstrate the
nuts and bolts of relevance ranking, similarity searching, and other topics, using a
particular small web data set. The reader can perform the same analysis in parallel,
and therefore understanding is enhanced.

Applications of Algorithms and Models to Large Data Sets

The book provides examples of the application of the various algorithms and models
on actual large data sets. For example, in Chapter 7 data cleaning, de-spidering,
session identification, and other tasks are carried out on two real-world large web log
databases, from the Web sites for NASA and Central Connecticut State University.
All data sets used throughout the book are available for free download from the book
series Web site, www.dataminingconsultant.com.

Chapter Exercises: Checking to Make Sure That You
Understand It

The book includes over 100 chapter exercises, which allow readers to assess their
depth of understanding of the material, as well as to have a little fun playing with
numbers and data. These include exercises designed to (1) clarify some of the more
challenging concepts in data mining, and (2) challenge the reader to apply the par-
ticular data mining algorithm to a small data set and, step by step, to arrive at a
computationally sound solution. For example, in Chapter 4 readers are asked to run
a series of experiments comparing the efficacy of a variety of clustering algorithms
applied to the “Top 100 Websites” data set.

Hands-on Analysis: Learn Data Mining by Doing Data Mining

Nearly every chapter provides the reader with hands-on analysis problems, repre-
senting an opportunity for the reader to apply his or her newly acquired data mining
expertise to solving real problems using large data sets. Many people learn by doing.
The book provides a framework by which the reader can learn data mining by doing
data mining. For example, in Chapter 8 readers are challenged to provide detailed
reports and summaries for real-world web log data. The 34 tasks include finding
the average time per page view, constructing a table of the most popular directories,
and so on.
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DATA MINING AS A PROCESS

The book continues the coverage of data mining as a process. The particular standard
process used is the CRISP-DM framework: the cross-industry standard process for
data mining. CRISP-DM demands that data mining be seen as an entire process, from
communication of the business problem through data collection and management,
data preprocessing, model building, model evaluation, and finally, model deploy-
ment. Therefore, this book is not only for analysts and managers, but also for data
management professionals, database analysts, decision makers, and others who would
like to leverage their repositories of Web-based data.

THE SOFTWARE

The software used in this book includes the following:

� WEKA open-source data mining software
� Clementine data mining software suite.

The Weka (Waikato Environment for Knowledge Analysis) machine learn-
ing workbench is open-source software issued under the GNU General Public
License, which includes a collection of tools for completing many data min-
ing tasks. The book uses Weka throughout Parts I and II. For more informa-
tion regarding Weka, see http://www.cs.waikato.ac.nz/∼ml/. Clementine
(http://www.spss.com/clementine/) is one of the most widely used data min-
ing software suites and is distributed by SPSS. Clementine is used throughout Part
III.

THE COMPANION WEB SITE:
www.dataminingconsultant.com

The reader will find supporting materials for both this book and the
other data mining books in this series at the companion Web site,
www.dataminingconsultant.com. There one may download the many data sets
used in the book, so that the reader may develop a hands-on feeling for the analytic
methods and models encountered throughout the book. Errata are also available, as
is a comprehensive set of data mining resources, including links to data sets, data
mining groups, and research papers.

The real power of the companion Web site is available to faculty adopters of
the textbook, who will have access to the following resources:

� Solutions to all the exercises, including hands-on analyses
� Powerpoint presentations of each chapter, ready for deployment in the class-

room
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� Sample data mining course projects, written by the authors for use in their own
courses, and ready to be adapted for your course

� Real-world data sets, to be used with the course projects.
� Multiple-choice chapter quizzes
� Chapter-by-chapter web resources

DATA MINING THE WEB AS A TEXTBOOK

The book naturally fits the role of a textbook for an introductory course in web mining.
Instructors may appreciate:

� The “white-box” approach, emphasizing an understanding of the underlying
algorithmic structures
◦ Algorithm walk-throughs
◦ Application of the algorithms to large data sets
◦ Chapter exercises
◦ Hands-on analysis

� The logical presentation, flowing naturally from the CRISP-DM standard pro-
cess and the set of web mining tasks

� The companion Web site, providing the array of resources for adopters detailed
above

The book is appropriate for advanced undergraduate or graduate-level courses.
An introductory statistics course would be nice, but is not required. No prior computer
programming or database expertise is required.
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PARTI
WEB STRUCTURE
MINING

I n the first part of the book we discuss basic ideas and techniques for
extracting text information from the Web, including collecting and indexing

web documents and searching and ranking web pages by their textual content
and hyperlink structure. We first discuss the motivation to organize the web
content and find better ways for web search to make the vast knowledge on
the Web easily accessible. Then we describe briefly the basics of the Web and
explore the approaches taken by web search engines to retrieve web pages
by keyword search. To do this we look into the technology for text analysis
and search developed earlier in the area of information retrieval and extended
recently with ranking methods based on web hyperlink structure.

All that may be seen as a preprocessing step in the overall process of data
mining the web content, which provides the input to machine learning methods
for extracting knowledge from hypertext data, discussed in the second part of
the book.

Data Mining the Web: Uncovering Patterns in Web Content, Structure, and Usage
By Zdravko Markov and Daniel T. Larose Copyright C© 2007 John Wiley & Sons, Inc.
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CHAPTER 1
INFORMATION RETRIEVAL
AND WEB SEARCH

WEB CHALLENGES

CRAWLING THE WEB

INDEXING AND KEYWORD SEARCH

EVALUATING SEARCH QUALITY

SIMILARITY SEARCH

WEB CHALLENGES

As originally proposed by Tim Berners-Lee [1], the Web was intended to improve the
management of general information about accelerators and experiments at CERN.
His suggestion was to organize the information used at that institution in a graphlike
structure where the nodes are documents describing objects, such as notes, articles,
departments, or persons, and the links are relations among them, such as “depends on,”
“is part of,” “refers to,” or “uses.” This seemed suitable for a large organization like
CERN, and soon after it appeared that the framework proposed by Berners-Lee was
very general and would work very well for any set of documents, providing flexibility
and convenience in accessing large amounts of text. A very important development
of this idea was that the documents need not be stored at the same computer or
database but rather, could be distributed over a network of computers. Luckily, the
infrastructure for this type of distribution, the Internet, had already been developed.
In short, this is how the Web was born.

Looking at the Web many years later and comparing it to the original proposal
of 1989, we see two basic differences:

1. The recent Web is huge and grows incredibly fast. About 10 years after the
Berners-Lee proposal, the Web was estimated to have 150 million nodes (pages)
and 1.7 billion edges (links). Now it includes more than 4 billion pages, with
about 1 million added every day.

Data Mining the Web: Uncovering Patterns in Web Content, Structure, and Usage
By Zdravko Markov and Daniel T. Larose Copyright C© 2007 John Wiley & Sons, Inc.
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2. The formal semantics of the Web is very restricted—nodes are simply web
pages and links are of a single type (e.g., “refer to”). The meaning of the nodes
and links is not a part of the web system; rather, it is left to web page developers
to describe in the page content what their web documents mean and what types
of relations they have with the documents to which they are linked. As there is
neither a central authority nor editors, the relevance, popularity, and authority
of web pages are hard to evaluate. Links are also very diverse, and many have
nothing to do with content or authority (e.g., navigation links).

The Web is now the largest, most open, most democratic publishing system
in the world. From a publishers’ (web page developers’) standpoint, this is a great
feature of the Web—any type of information can be distributed worldwide with no
restriction on its content, and most important, using the developer’s own interpretation
of the web page and link meaning. From a web user’s point of view, however, this is
the worst thing about the Web. To determine a document’s type the user has to read
it all. The links simply refer to other documents, which means again that reading the
entire set of linked documents is the only sure way to determine the document types
or areas. This type of document access is directly opposite to what we know from
databases and libraries, where all data items or documents are organized in various
ways: by type, topic, area, author, year, and so on. Using a library in a “weblike”
manner would mean that one has first to read the entire collection of books (or at least
their titles and abstracts) to find the one in the area or topic that he or she needs. Even
worse, some web page publishers cheat regarding the content of their pages, using
titles or links with attractive names to make the user visit pages that he or she would
never look at otherwise.

At the same time, the Web is the largest repository of knowledge in the world, so
everyone is tempted to use it, and every time that one starts exploring the Web, he or
she knows that the piece of information sought is “out there.” But the big question is
how to find it. Answering this question has been the basic driving force in developing
web search technologies, now widely available through web search engines such
as Google, Yahoo!, and many others. Other approaches have also been taken: Web
pages have been manually edited and organized into topic directories, or data mining
techniques have been used to extract knowledge from the Web automatically.

To summarize, the challenge is to bring back the semantics of hypertext docu-
ments (something that was a part of the original web proposal of Berners-Lee) so that
we can easily use the vast amount of information available. In other words, we need
to turn web data into web knowledge. In general, there are several ways to achieve
this: Some use the existing Web and apply sophisticated search techniques; others
suggest that we change the way in which we create web pages. We discuss briefly
below the three main approaches.

Web Search Engines

Web search engines explore the existing (semantics-free) structure of the Web and try
to find documents that match user search criteria: that is, to bring semantics into the
process of web search. The basic idea is to use a set of words (or terms) that the user
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specifies and retrieve documents that include (or do not include) those words. This
is the keyword search approach, well known from the area of information retrieval
(IR). In web search, further IR techniques are used to avoid terms that are too general
and too specific and to take into account term distribution throughout the entire body
of documents as well as to explore document similarity. Natural language processing
approaches are also used to analyze term context or lexical information, or to combine
several terms into phrases. After retrieving a set of documents ranked by their degree
of matching the keyword query, they are further ranked by importance (popularity,
authority), usually based on the web link structure. All these approaches are discussed
further later in the book.

Topic Directories

Web pages are organized into hierarchical structures that reflect their meaning. These
are known as topic directories, or simply directories, and are available from almost all
web search portals. The largest is being developed under the Open Directory Project
(dmoz.org) and is used by Google in their Web Directory: “the Web organized by
topic into categories,” as they put it. The directory structure is often used in the process
of web search to better match user criteria or to specialize a search within a specific
set of pages from a given category. The directories are usually created manually with
the help of thousands of web page creators and editors. There are also approaches
to do this automatically by applying machine learning methods for classification and
clustering. We look into these approaches in Part II.

Semantic Web

Semantic web is a recent initiative led by the web consortium (w3c.org). Its main ob-
jective is to bring formal knowledge representation techniques into the Web. Currently,
web pages are designed basically for human readers. It is widely acknowledged that
the Web is like a “fancy fax machine” used to send good-looking documents world-
wide. The problem here is that the nice format of web pages is very difficult for
computers to understand—something that we expect search engines to do. The main
idea behind the semantic web is to add formal descriptive material to each web page
that although invisible to people would make its content easily understandable by
computers. Thus, the Web would be organized and turned into the largest knowledge
base in the world, which with the help of advanced reasoning techniques developed in
the area of artificial intelligence would be able not just to provide ranked documents
that match a keyword search query, but would also be able to answer questions and give
explanations. The web consortium site (http://www.w3.org/2001/sw/) provides
detailed information about the latest developments in the area of the semantic web.

Although the semantic web is probably the future of the Web, our focus is on
the former two approaches to bring semantics to the Web. The reason for this is that
web search is the data mining approach to web semantics: extracting knowledge from
web data. In contrast, the semantic web approach is about turning web pages into
formal knowledge structures and extending the functionality of web browsers with
knowledge manipulation and reasoning tools.


