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Chapter 1
Introduction

Emmanuel Lazega and Tom A.B. Snijders

Theoretical developments and the emergence of new epistemological insights are
based on interactions between old problems and new methodologies (Courgeau
2003). At least two methodologies have helped social scientists of the past two
generations in overcoming the traditional divide between individualistic and holistic
approaches in the social sciences: multilevel analysis and social network analysis.
The purpose of this book is to provide an exploration of the diverse ways in
which these two methodologies can be brought together in statistical approaches
to multilevel network analysis, specifically their combination in the development
of three areas: theory, techniques, and empirical applications in the social sciences.
The combination of approaches opens up new avenues of research and improves
the necessary management of so-called ‘ecological fallacies’ (Robinson 1950;
Courgeau 1999, 2002, 2004, 2007) in complex systems of inequalities: for example,
when looking at problems as different as school performance of pupils or career
development in labor markets.

With respect to theory, this book describes the development of multilevel network
reasoning by showing how it can explain behavior by insisting on two different ways
of contextualizing it. The first method consists of identifying levels of influence on
behavior and identifying in sophisticated ways different aggregations of actors and
behaviors as well as complex interactions between levels and therefore between
context and behavior. The levels in multilevel analysis refer to the different units of
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2 E. Lazega and T.A.B. Snijders

analysis. Each level of analysis corresponds to a population, so multilevel studies
will refer to several populations (Bryk and Raudenbush 1992; Goldstein 1995;
Bressoux et al. 1997; Snijders and Bosker 2012). For example, Kenny and LaVoie
(1985) developed a Social Relations Model for dyadic dependent variables in which
groups, individuals, and dyads are the relevant units of analysis. They propose a
model in which level 1 is the individual, level 2 the dyad, and level 3 the group.
Similarly, for the p2 models which were proposed for binary dyadic dependent
variables, “the multilevel p2 model can be regarded as a three-level random effects
model where Level 1 is formed by the tie observations, cross-nested in the actors
(Level 2), who are nested in the networks (Level 3)” (Zijlstra et al. 2006, p. 3).
In the same spirit, but with a dynamic perspective, Snijders and Baerveldt (2003)
developed a multilevel model for friendship networks between pupils in several
classes within the same school in order to understand the respective influence of
each level on deviant behavior. In these network data structures the traditional
approach of multilevel analysis based on hierarchical nesting cannot be followed
exactly, because the levels of dyads and actors are not nested; but non-nested
structures are also accommodated in multilevel analysis more generally (Courgeau
2003; Snijders and Bosker 2012).

A second, more recent method of contextualization, consists of identifying
different systems of collective agency as distinct levels of analysis, differentiating
for example among levels of collective action with different goals; specific resource
interdependencies between members; and specific social processes that help mem-
bers manage dilemmas of collective action at each level. Individuals today are mem-
bers of an organizational society (Coleman 1990; Perrow 1991) because they act in
organized, if not highly regulated and bureaucratized, social and economic contexts
(companies, associations, families, etc.) that influence their behavior and that they
in turn can try to shape. Individuals interact with each other, but are also embedded
in (or construct) groups and organizations that interact with each other. Such
superposed levels of agency can be examined separately as well as jointly, since they
are linked by the affiliation of members of one level to collective actors at the higher
level. Affiliations can be considered as indicators of deeper processes characterizing
the “duality” of individuals and groups (Breiger 1974; Brass et al. 2004; Rousseau
1985), and thus the co-constitution of these levels as the expression of their vertical
interdependencies and complexity. Their superposition is not static (Courgeau and
Baccaïni 1997; Lazega 2012): through actors’ efforts to endogenize context at each
level, they influence each other’s evolution. This raises issues of synchronization in
these complex dynamics, and brings up the question of how the hidden social costs
of this synchronization are shared, spread, or dumped (Lazega, this volume).

Another purpose of this book is to offer new case studies and datasets that
explore new avenues of theorizing and modeling, as well as new applications of
this methodology. As also shown in Rozenblat and Melançon (2013), an increasing
number of datasets is being made available to test the value of theoretical ideas and
the efficiency of methods. Although heterogeneous with respect to units of analysis
and methods, models of multilevel network analysis presented in this volume
tend to take into account a variety of structural dependencies, both within and
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between levels. The conclusion extends theoretical, methodological and empirical
results of this new epistemology by speculating on the insights provided for our
knowledge of societies that have become “organizational” societies, i.e. rationalized,
managerialized, and marketized.

This book thus identifies a plurality of levels, assumes that actors operate across
more than one of them, and provides a bouquet of models for multilevel network
datasets to account for vertical and horizontal interdependencies in social life. It
shows how concepts applied to analyze single-level networks can be extended to
a multilevel perspective, and in turn be extended by it. In this way, it opens and
explores new avenues of research for the emerging stream of multilevel network
analyses. The volume ends with a general conclusion outlining the importance,
limits and perspectives of these current methodologies.

The following outline summarizes the content of the book in terms of theory,
methods and applications by suggesting the way in which each chapter contributes
to the exploration of structure in multilevel network analysis, from descriptive
and inductive techniques to stochastic models (from network autocorrelation
models to p2 models to ERGMs), accounting for both horizontal and vertical
interdependencies.

Theory

Part I of the book provides the theoretical foundation for this combined approach.
In Chap. 2, Tom Snijders describes the complementarity between these approaches
from a methodological perspective. By providing a sketch of multilevel models,
statistical models for social network analysis, multilevel network models, and
models for multilevel networks, this chapter offers a background to the methods
of analysis used in this book. Multilevel analysis, in which individuals’ actions,
beliefs and performances within groups are analyzed taking into account their nested
collective memberships (Snijders and Bosker 2012; Multilevel Network Modeling
Group 2012) does not take into account the dyadic interdependencies between
individuals based on their relationships or links between groups. It is not plausible
that such groups lack an internal structure, nor that they lack links among each
other. Network analyses help in introducing more realistic approximations of the
internal structure of these groups and of their interdependencies into the modeling
of human and social action. This chapter summarizes the ‘multilevel’ perspective in
network analysis. The basis for this is the presence in networks of units of various
different, interconnected kinds: individuals, ties, subgroup structures, groups, and
perhaps more. These kinds of units represent populations, which can be modeled as
having random variability. The fundamental idea of multilevel analysis, to explain
dependent variables by models containing multiple sources of random variation
and including explanatory variables defined as aggregates over higher-order units,
is fruitfully applied here to network models. This approach opens room for the
simultaneous study of the contributions of several levels of social phenomena

http://dx.doi.org/10.1007/978-3-319-24520-1_2
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through the ‘multilevel analysis of networks’. The second method of contextu-
alization mentioned above is expressed by the ‘analysis of multilevel networks’,
which considers several interconnected system of agency. Following Wasserman
and Iacobucci (1991), for cross-sectional data this can be expressed by the multilevel
exponential random graph modeling (ERGM) approach of Wang et al. (2013). Each
‘level’ here is a set of actors, or agents, and the levels are interdependent with
respect to the conditions for action and/or outcomes. A hierarchical nesting relation
between the levels, which is the traditional basis of statistical multilevel analysis, is
not required for the data structure of multilevel networks.

Multilevel network analysis means analyzing separately, then jointly, several
levels of collective agency. In Chap. 3, Emmanuel Lazega argues that finding
structure in society is a complex task if one is to take the meso-level of society
seriously. His chapter explores the sociological meaning of introducing dynamics
into the study of different and superposed systems of interdependencies and
collective agency. In particular, he looks at the issue of “synchronization costs”
between the temporalities that characterize the different levels. These specific social
costs are related to carrying out collective action in the organizational society, i.e.,
a society in which multilevel structures, defined as superposed levels of collective
agency, make cross-level social processes increasingly visible. These processes are
modeled using network analysis. Synchronization costs are associated with building
and maintaining specific social forms, in particular, social status and social niches,
as intermediary relational infrastructure that helps individuals and groups manage
their complex multilevel interdependencies and the dilemmas of their multilevel
collective action. This helps them create new corporate entities that they can try to
use as “tools with a life of their own” (Selznick 1949). It is suggested that the energy
for creating and managing this relational infrastructure comes from catching-up
dynamics between levels, where collective actors operate in different temporalities
while under pressure to coordinate and stabilize this synchronization. Catching-up
dynamics are associated with organized mobility of actors and relational turnover
(OMRT) in their respective networks, a perspective combining White’s (1970),
Snijders’ (1996), and Snijders et al. (2013) approaches. In this context, specific
dimensions of social inequalities also become visible since actors who manage these
social forms are in a position to benefit from their investments in synchronization
costs as they become productive –in particular in terms of reshaping their meso-
level opportunity structure – whereas others are likely to see their own investments
in synchronization be lost, providing no return.

Methods

This new domain of interest brings together very different innovative methods, new
theorizing, and applications to a wide diversity of problems. Part II of the book
presents a series of different statistical frameworks and methods articulating social
network analysis and multilevel analysis.

http://dx.doi.org/10.1007/978-3-319-24520-1_3
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In Chap. 4 Filip Agneessens and Johan Koskinen use multilevel network analysis
to look at the impact of network position and team structure on individual outcomes.
They model individual outcomes using what they call a Multilevel Social Influence
(MSI) model. This model explains individual differences in behavior and attitudes
by considering the (individual level) network position, while simultaneously looking
at the influence of the (group level) network structure. Such an approach requires
a multilevel method, where both levels are explicitly modeled. However, while
the network nature of the data offers the possibility of simultaneous investigation
of the impact of the network level and the individual level position, the complex
network interdependence within a single network make classical multilevel model-
ing unsuitable. The complex interdependence of social networks makes the models
more complicated, as there is a need to control for both levels as well as for social
contagion and autocorrelation. Their application considers an organizational setting
focusing on the importance of trust relations for employee job satisfaction. They
simultaneously consider how individual differences in being trusted by colleagues
(within a team) impact a person’s satisfaction, while at the same time also examining
how the structure of the group (density and centralization) might impact the job
satisfaction of all members of the group. The multilevel network nature of the data
offers the possibility of simultaneous investigation of graph-level, positional and
dyadic explanations. This introduces non-standard dependencies as the networks
among level 1 units imply both contextual effects different from standard multilevel
effects (such as team-level means) as well as direct network dependencies, the latter
called level 1½.

In Chap. 5 Mark Tranmer and Emmanuel Lazega consider models for multilevel
network dependencies, where one or more attributes of the level 1 network nodes
varies across the levels of the multilevel network in which they are embedded.
They apply Tranmer’s multilevel model called Multiple Membership Multiple
Classification (MMMC) model and explains how it can be used to estimate the
relative share of variation in the different components of a multilevel network. They
outline the ways in which this modeling approach differs from other models that are
currently used for network dependencies. They also explain how the MMMC model
can be used with statistical software. The approach is illustrated with an analysis
of Lazega et al. (2008)’s multilevel network data on French cancer researchers,
focusing on variations in research impact scores for the workers as the motivating
and illustrative example. This approach can also be applied in the context of more
traditional groups such as schools (Tranmer et al. 2014).

In Chap. 6, Peng Wang, Garry Robins and Petr Matous provide a summary
presentation of Multilevel Network Analysis using ERGMs and their extensions.
Through the integration of vertical dependencies, exponential random graph models
(ERGMs) represent network structure as endogenous based on the assumption that
network ties are conditionally dependent, that is, that the existence of a network tie
depends on the existence of other network ties conditioning the rest of the network
(Frank and Strauss 1986; Lusher et al. 2013; Snijders et al. 2006; Robins et al.
2007). In multilevel network contexts, ERGMs offer a statistical framework that
captures complicated multilevel structure through some simple structural signatures

http://dx.doi.org/10.1007/978-3-319-24520-1_4
http://dx.doi.org/10.1007/978-3-319-24520-1_5
http://dx.doi.org/10.1007/978-3-319-24520-1_6
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or network configurations based on these tie dependence assumptions. But for
multilevel network models, network ties are interdependent not only within levels
but also across levels. The interpretation of ERGM parameters makes hypothesis
testing about multilevel network structure possible.

Wang et al. (2013) pioneered ERGM specifications for multilevel networks,
and demonstrated the features of multilevel ERGMs with simulation studies and
modeling examples. Combining multilevel network structure and nodal attributes,
Wang et al. (2015) proposed Social Selection Models (SSMs) where the existence
of multilevel network ties are conditionally dependent on not only the existence
of other network ties but also on nodal attributes. They demonstrated that nodal
attributes may affect network structures both within and across levels. After review-
ing the multilevel network data structure, multilevel ERGM and SSM specifications
as proposed in Wang et al. (2013, 2015), the authors apply these models to a
dataset collected among 265 farmers and their communication network in a rural
community in Ethiopia. The resulting model provides an informative description
of this farming community. There are similarities as well as clear distinctions
between the entrepreneurial farmers and the rest. Without considering the meso-
and cross-level effects, we might argue that the two types of farmers have similar
network behavior, i.e., both are active within their religion and region; both have
flat degree distribution, and both tend to form network closures. The meso- and
cross-level effects, however, show that the network is segmented by the farmer
types, where popular meso-level nodes tend not to communicate within levels,
but popular within-level nodes tend to communicate across levels through the
meso-level network. The example highlights the features of these models and their
theoretical importance, i.e. within-level network structures are interdependent with
network structures of other levels; and within level nodal attributes can affect
multilevel network structures.

In Chap. 7, Mengxiao Zhu, Valentina Kuskova, Stanley Wasserman, and Noshir
Contractor propose a correspondence analysis of multilevel networks. The past
decade has seen considerable progress in the development of p* (also known as
exponential random graph) models. Ideally, social science theory should guide the
identification of parameters that map on to specific hypotheses. However, in the
preponderance of cases, extant theories are not sufficiently nuanced to narrow down
the selection of specific parameters. Hence there is a need for some exploratory
techniques to help guide the specification of theoretically sound hypotheses. They
take the example of individuals being members of work teams. Modern technologies
enable individuals to self-assemble and participate in more than one team. Teams
often share one or more members with other teams and hence, are not independent
of each other. In addition, the assemblage of these teams is embedded in prior
communication and collaboration networks. The case becomes more complicated
when considering relations at both the individual level and at a combination of
individual and team levels.

In order to address these issues, they propose the use of correspondence analysis,
incorporating multiple relations and attributes at both individual and team levels.
The descriptive analysis preempts concerns about independence assumptions. Cor-

http://dx.doi.org/10.1007/978-3-319-24520-1_7
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respondence analysis can be used as an exploratory tool to examine the features
of the dataset and the relationships among variables of interest, and the results
can be presented visually using a graph that shows those relationships as well as
observed raw data. They present the theory for this approach, and illustrate with an
example focusing on combat teams from a fantasy-based online game. The results
offer important multilevel insights and show how this approach serves as a stepping
stone for more focused analysis using techniques such as multilevel p*/ERGMs.

In Chap. 8, Aleš Žiberna and Emmanuel Lazega present an application of
Žiberna’s (2014) method of blockmodeling multilevel network data and an appli-
cation of this method. The chapter presents a blockmodeling analysis of multilevel
(inter-individual and inter-organizational) networks. Several approaches are pre-
sented, and used to blockmodel such networks. Each blockmodel represents a
system of roles (White et al. 1976) and therefore a form of division of work that is
likely to change over time in fields of organized collective action. Using a case study,
they show that while the systems of roles are quite similar at both levels (structures
divided into core and periphery with bridging cores interpreted in terms of division
of work between actors’ and organizations’ specialties, location, status, etc.), the
roles are performed at different levels by units with different characteristics. The
added value of this true multilevel analysis is to show how groups at different
levels are connected. In the empirical case analyzed in the chapter, the division of
work at the level of individuals and the division of work at the level of laboratories
can complement and strengthen each other in the case of some segments of the
population, while this reinforcement does not occur for other segments. For the
same roles, the mix of specialties at one level is different from the mix of specialties
at the other level, notably because the two levels do not manage the same resources.
Thus, this analysis tracks the meeting of top down and bottom up pressures towards
structural alignment between levels.

Applications

Although the differentiation between the ‘methods’ and ‘applications’ sections
is not clear-cut, the following chapters contain examples of applications of the
different methods described in the previous part. Several social areas are covered
in these rich and original analyses: multilevel networks are analyzed in scientific
fields and in various industries, markets and organizations. While several authors
use traditional multilevel models applied to social networks, others use the neo-
structural framework with separate levels of agency expressed by analysis of
multilevel networks, depending on the kind of data that are available to them.

In Chap. 9, Bellotti et al. use a multilevel approach to compare scientific fields.
They model the multilevel structure of scientific work, looking at social networks
of collaborations between scientists, and how these networks are embedded in
disciplinary and organizational levels. The dependent variable is the success of
individual scholars in Italian academia. They adopt the structural approach of

http://dx.doi.org/10.1007/978-3-319-24520-1_8
http://dx.doi.org/10.1007/978-3-319-24520-1_9
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Lazega et al. (2008) and analyze the local system of public funding to academic
disciplines in Italy using bipartite networks. They observe the variability of struc-
tural effects across disciplinary areas that they expect to be organized in different
but comparable ways. They find an overarching importance of academic rank and of
brokerage roles in obtaining research funding, together with some other interesting
results, like the less impactful but still significant importance of working with an
established group of long-term colleagues, and differences between sub-disciplines.
The importance of adopting a multilevel perspective is indicated by the relevance of
the meso-categories, which combine individual network data with organizational
properties. Despite the lack of impact of macro categories (university and sub-
disciplinary affiliations), results show the necessity of controlling for these various
nested levels, which the analysis of individual characteristics would not be able to
account for. They show that in order to be successfully funded what counts more
than being a big fish (a scientist with a lot of connections) working in a big pond
(a large university) is being in a brokerage position interacting over the years with
different research groups.

In Chap. 10, Julien Brailly, Guillaume Favre, Josiane Chatellet and Emmanuel
Lazega revisit the notion of embeddedness by looking at networks of contracts as
inter-organizational networks modelled jointly with social, interpersonal networks.
Economic sociology has established the interdependencies between economic and
social structures using the notion of the embeddedness of the economic in the social.
Since Granovetter’s (1985) and White’s (1981, 1988) work about the interactions
between economics and social relations, economic sociologists have shown that
it is important to know the social structure of a specific milieu to understand
its economic structure. For example, globalized markets require long distance
partnerships between companies, “global pipelines” as Bathelt and Schuldt (2008)
call them. But what kind of relationships do these partnerships represent? Behind
each partnership between firms there are always inter-individual ties (Gulati 1995),
with their own particular history. The authors use a multilevel framework to jointly
analyze the economic networks between firms and the informal networks between
their members in order to reframe the embeddedness hypothesis. Based on a network
study of a trade fair for television programs in Eastern Europe they show that
while each level has its own specific processes they are also partly nested. Beyond
this result, they observe that these levels of agency emerge in different contexts
and that they are diachronically related. They show that in order to understand
performance in a market one needs to look at this dual positioning of individuals
and organizations.

In order to explore the complex interactions between these embedded spheres,
they provide a multilevel (individual and organizational) reading of an economic
market by modeling its underlying social ‘meta-system’. To illustrate, they recon-
struct a multilevel network in the given market. They consider two levels of
action: the first approximated by an advice network between individual actors; the
second measured by the contract network between the organizations to which the
individuals belong. The issue is to model the global structure generated by these
two levels of agency that are in part nested. To investigate this meta-system, the
formalization used is that of Wang et al. (2013) developed for multilevel ERGMs.

http://dx.doi.org/10.1007/978-3-319-24520-1_10
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The multilevel ERGM represents the feedback between the inter-individual social
relations and the inter-organizational economic relations (structural vertical depen-
dence hypothesis between the levels). A traditional ERGM at each level shows
differences in structuration and temporality between the levels. To manage these
different temporalities, organizations develop specific mechanisms of learning and
knowledge transmission (represented here by affiliation links). At the same time,
recent contracts and current inter-organizational negotiations constitute a specific
context for the inter-individual relations (inter-organizational links). The authors
show that the cross-level effects and especially the multilevel tetradic substructure
(Lazega et al. 2013; Brailly and Lazega 2012) are helpful in investigating the
articulation of this meta-system.

In Chap. 11, Julia Brennecke and Olaf Rank examine the relationship between
organizations’ embeddedness in networks of research and development (R&D) col-
laborations, and their managers’ and researchers’ interpersonal knowledge networks
in the context of high-tech clusters. Complex cross-level processes are assumed
to characterize the networking activities of individuals at the micro-level and their
organizations at the macro-level, leading to systematic interdependencies between
knowledge networks at the two levels. They apply exponential random graph
models (ERGMs) for multilevel networks to data collected in two German high-
tech clusters and find that micro- and macro-level knowledge networks are highly
interdependent. Specifically, organizations’ tendency to maintain formal R&D
collaborations interacts positively with their managers’ popularity as providers of
knowledge but negatively with their activity of seeking knowledge from colleagues.
Moreover, managers and researchers exchange knowledge at the micro level if
their organizations formally collaborate and vice versa. Their findings contribute
to research on the determinants of formal and informal knowledge sharing in the
context of institutionalized high-tech clusters.

In Chap. 12, Guillaume Favre, Julien Brailly, Josiane Chatellet and Emmanuel
Lazega look at the same process of multilevel embeddedness as that in the chapter
by Brailly et al. While a social exchange may involve two persons in the two firms, a
transaction involves the two companies as entities at a different level. They therefore
propose to use a multilevel framework to look at these networks at different levels of
agency. In particular, they study the influence of inter-organizational relationships
on the formation of inter-individual relationships in a context of a trade fair.
Through a multilevel analysis of a trade fair for TV programs distribution in sub-
Saharan Africa they study the influence of a deal network between companies on
informal information exchanges among their members. While the inter-individual
relationships which exist prior to the event are strongly influenced by the orga-
nizational structure, the relationships which are created during the event do not
follow that logic. A process of synchronization is observed between levels, but
not in the direct context of the trade fair. They argue that trade fairs could be
conceived as temporary intermediary organizations in which individuals can break
free from the influence of the organization to which they are affiliated and create ties
without taking into account the organizational structure. Exponential random graph
models are used at each level to measure and model this mutual influence between
levels.

http://dx.doi.org/10.1007/978-3-319-24520-1_11
http://dx.doi.org/10.1007/978-3-319-24520-1_12
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In Chap. 13 James Hollway and Johan Koskinen provide an application to
international relations. They look at why and when some states establish multilateral
treaties instead of bilateral treaties. This is a consequential question for vital issues
such as international fisheries management. While multilateral treaties tend to
represent attempts at establishing collective fisheries management and conservation
policies, bilateral treaties tend to be more geared towards gaining access to coastal
fisheries resources. The nature of the ties differs, which is in line with the concept
of multilevel networks, and the authors argue that there are essential dependencies
between the several networks. The first, meso-level network consists of a cross-
level affiliation network of state ratifications to multilateral fisheries treaties. The
second, micro-level network consists of states’ dyadic bilateral treaty commitments
with each other. Finally, these treaties succeed each other and deal with partially
overlapping issues and regions, and such treaty references express additional higher-
level dependencies and give a third one-mode, macro-level network. To adequately
interrogate the resulting complex, interdependent multilevel system, they argue
that it is necessary to address the multiple active levels simultaneously. For this,
they draw on the conceptual tool of multilevel networks (Lazega et al., 2008; see
also Breiger 1974). They apply recent advances in analyzing multilevel networks
using exponential random graph models (Wang et al. 2013; see also Chap. 6 by
Wang et al. in this volume). They find that a relatively parsimonious model that
takes the multilevel dependencies into account explains the overall structure better
than one that ignores these dependencies, combining parameters estimated for each
network independently. Furthermore, the structural dependencies best describing
‘big fish’ (high bilateral or multilateral degree states) differ from those for the
‘small fish’ in both ‘big ponds’ (multilateral treaties) and ‘small ponds’ (bilateral
treaties). While there is a geography effect, small fish sharing a bilateral treaty
has little effect on whether they also share multilateral treaties. This shows that
the interaction between bilateralism and multilateralism can be fruitfully analyzed
using the multilevel network paradigm. Finally, they seek to explain what drives
state choice of multilateral and bilateral treaties by incorporating and modeling the
relational dynamics around several nodal attributes.

In Chap. 14, Paola Zappa and Alessandro Lomi provide an application of
multilevel network analysis to the process of knowledge sharing in organizations.
Their research question is about the effect of mandated hierarchical relations
between organizational subunits on the presence of informal network ties connecting
organizational members across those subunits. They argue that the failure of prior
studies to address this multilevel question leaves uncertainty about the actual role
that social networks play in organizations, and, more specifically, that informal
network ties connecting organizational members across the formal boundaries of
organizational subunits may not be independent from the relationship of hierarchical
coordination linking the subunits. They focus on boundary-crossing ties because
extant research has demonstrated their direct association with a wide variety of
desirable organizational outcomes. They adopt the multilevel exponential random
graph models of Wang et al. (2013) to examine how formal relations among
organizational subunits affect the presence of interpersonal communication and

http://dx.doi.org/10.1007/978-3-319-24520-1_13
http://dx.doi.org/10.1007/978-3-319-24520-1_6
http://dx.doi.org/10.1007/978-3-319-24520-1_14
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exchange of advice among members of the top management team in a multiunit
organization. They show that informal interpersonal ties are sustained and shaped
by the hierarchical relations linking subunits in which organizational participants
are located. In particular, ties across subunits are more likely to be observed
between managers working in units that are themselves connected by mandated
hierarchical relations. They also show that the dependence of interpersonal relations
on formal hierarchical relations is partly moderated by the tendency of interpersonal
interaction to weaken or reverse the direction of hierarchical relations. Finally, they
suggest that the effect of formal structure is contingent on the specific relationship
that under consideration.

Acknowledgements We are grateful to Sorbonne Paris-Cite (Dyrem Programme, 2013–2016) and
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Chapter 2
The Multiple Flavours of Multilevel
Issues for Networks

Tom A.B. Snijders

Away from Atomistic Approaches

It is strange that the assumption that data obtained from human respondents
represent independent replications has been so pervasive in statistical models used
in sociological research. Sociology, after all, is about the interdependence among
individuals, and about the ways in which individuals make up larger wholes such as
families, tribes, organizations, and societies. Of course we know some of the reasons
for this: statistical models founded on independence assumptions are convenient
and have properties that can be mathematically ascertained; surveys are a major
means of getting social information and ideally are obtained from probability
samples containing a lot of independent operations in obtaining respondents; and,
indeed, independence assumptions may yield good first-order approximations for
statistical modeling. However, as early as 1959 Coleman (1959, p. 36) made an
eloquent plea for taking social structure into account in methods of data collection
and analysis. Coleman writes: “Survey methods have often led to the neglect of
social structure and of the relations among individuals. (. . . ) But (. . . ) one fact
remained, a very disturbing one to the student of social organization. The individual
remained the unit of analysis. (. . . ) Now, very recently, this focus on the individual
has shown signs of changing, with a shift to groups as the units of analysis, or
to networks of relations among individuals”. He goes on to discuss methods for
survey data collection and for data analysis that reflect this change in perspective,
away from the focus on atomistic individuals. The analysis methods he discusses
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include contextual analysis, the precursor of present-day multilevel analysis, and
the study of subgroups and cliques, still now of crucial importance in social network
analysis. He concludes by saying that these methods “will probably represent only
the initial halting steps in the development of a kind of structural research which will
represent a truly sociological methodology”, and mentions the promise of electronic
computers.

In the past half century, since Coleman wrote these words, great advances
have been made in methodologies for analyzing groups, or collectives, along with
individuals; or, more generally, for simultaneously analyzing variables defined
on different domains. The name ‘multilevel analysis’ has replaced1 ‘contextual
analysis’. Great strides also have been taken in the study of relations among
individuals, known now as social network analysis. Network analysis likewise treats
variables defined in various different domains, such as sets of nodes and sets of
node pairs, and it is concerned with groups, but by and large multilevel analysis
and social network analysis have developed separately, meeting each other only
incidentally. Recently, however, developments in social network analysis have led
to combinations of these two strands of methodology. We are still in an early phase
of the junction of multilevel analysis and social network analysis, and we may
echo Coleman in saying that this book presents some ‘initial halting steps’ of this
junction. This chapter gives an overview of some concepts and techniques that now
can be seen as playing important roles in the combination of multilevel and network
analysis.

Multilevel Analysis

To be able to discuss multilevel network analysis, we need to present a sketch about
‘regular’ multilevel analysis.

Origins

Multilevel analysis, as a collection of methods, was born from the confluence of two
streams. On the one hand, sociological methodologists had been developing quite
some conceptual precision for inference relating individuals to collectives, for which
variables need to be combined that are defined in several different domains. On the
other hand, statisticians had already extended analysis of variance and regression
analysis, the general linear model, to linear models combining fixed with randomly
varying coefficients.

Let me first sketch some highlights on the sociological methodology side.
Lazarsfeld and Menzel (1961), in their paper On the relation between individual

1Albeit with a shift of meaning.
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and collective properties—written in 1956, reprinted as Lazarsfeld and Menzel
(1993)—distinguish variables according to the set of units to which scientific
propositions are meant to apply. For propositions about individual and collective
properties, they state that there need to be sets of units both at the individual
and at the collective level. Here ‘individual’ may refer to individual humans, but
also, e.g., individual organizations or other groupings; ‘collective’ refers to sets
of ‘individuals’. Lazarsfeld and Menzel go on to define three types of properties
defined for collectives. Analytical properties are obtained by a mathematical
operation performed on each member, for example the mean of an individual
variable, or the correlation between two variables. Structural properties are obtained
by a mathematical operation performed on the relations of each member to some
or all of the other members, for example the ‘cliquishness’ of a network. Global
properties, finally, are properties of collectives that cannot be directly deduced from
properties of individual members, e.g., the type of government of a city.

As for properties of individuals, Lazarsfeld and Menzel discuss that the cor-
relation between individual variables may be considered as a correlation between
the individuals but also between the collectives, pointing to the ecological fallacy
presented in Robinson (1950): the mistake of regarding associations between
variables at one level of aggregation as evidence for associations at a different
aggregation level; an extensive review was given by Alker (1969). Researchers
became aware of the importance of the different levels, or sets of units, in which
variables are defined, and as suggested here the focus was on nested levels,
representing individuals and collectives.

During the 1970s, methods for contextual analysis were developed taking into
account these levels of analysis, and trying to avoid ecological fallacies. This was
called ‘contextual analysis’ mainly by sociologists (Blalock 1984), and ‘multilevel
analysis’ by educational researchers (Burstein 1980).

Statisticians had a few decades earlier developed models that waited to be
discovered by these social scientists. In the analysis of variance, precursor and
paradigmatic example of the general linear model, models had been developed
where coefficients could themselves be random variables, allowing for the investi-
gation of multiple sources of random variation in, e.g., agricultural and industrial
production. Models with only fixed, fixed as well as random, or only random
coefficients were called fixed, mixed, and random models, respectively (Wilk and
Kempthorne 1955; Scheffé 1959).

In the early 1980s contextual analysis and linear mixed (or generalized linear
mixed) models were brought together by several statisticians and methodologists:
Mason et al. (1983), Goldstein (1986), Aitkin and Longford (1986), and Raudenbush
and Bryk (1986). These researchers also developed estimation algorithms and
implemented them in multilevel software packages, making use of the nested
structure of the random coefficients to achieve efficiency in the numerical algo-
rithms. The scientific gains from the combination of contextual analysis and random
coefficient models are also discussed by Courgeau (2003). A more extensive history
of these developments is given in Kreft and de Leeuw (1998).
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Hierarchical Linear Model

The prototypical statistical model used in multilevel analysis is the Hierarchical
Linear Model, which is a mixed effects linear model for nested designs (Raudenbush
and Bryk 2002; Goldstein 2011; Snijders and Bosker 2012). This generalizes
the well-known linear regression model. It is meant for data structures that are
hierarchically nested, such as individuals in collectives, where each individual
belongs to exactly one collective. The most detailed level (individuals) is called
the lowest level, or level one. The Hierarchical Linear Model is for the analysis
of dependent variables at the lowest level. The basic idea is that studying the
simultaneous effects of variables defined at the individual level, as well as of
other variables defined at the level of collectives, on an individual-level dependent
variable requires the use of regression-type models that include error terms for each
of those levels separately; the Hierarchical Linear Model is a linear mixed model
that has this property.

In the two-level situation—let us say, individuals in groups—it can be expressed
as follows. Highlighting the distinction with regular regression models, the termi-
nology speaks of units rather than cases, and there are specific types of unit at each
level. We denote the level-1 units, individuals, by i and the level-2 units, groups, by
j. Level-1 units are nested in level-2 units (each individual is a member of exactly
one group) and the data structure is allowed to be unbalanced, such that j runs from
1 to N while i runs, for a given j, from 1 to nj. The basic two-level hierarchical linear
model can be expressed as

Yij D ˇ0 C
rX

hD1
ˇh xhij C U0j C

pX

hD1
Uhj zhij C Rij : (2.1)

Here Yij is the dependent variable, defined for level-1 unit i within level-2 unit j;
the variables xhij and zhij are the explanatory variables. Some or all of them may
be defined at the group level, rendering superfluous the index i for such variables.
Variables Rij are residual terms, or error terms, at level 1, while Uhj for h D 0; : : : ; p
are residual terms, or error terms, at level 2. In the case p D 0 this is called a random
intercept model, for p � 1 it is called a random slope model. The usual assumption is
that all Rij and all vectors Uj D .U0j; : : : ;Upj/ are independent, Rij having a normal
N .0; �2/ and Uj having a multivariate normal NpC1.0;T/ distribution. Parameters
ˇh are regression coefficients (fixed effects), while the Uhj are random effects. The
presence of both of these makes (2.1) into a linear mixed model. Similar models
can be defined for nesting structures with more than two levels, e.g., employees in
departments in firms.

In most practical cases, the variables with random effects are a subset of the
variables with fixed effects (xhij D zhij for h � p; p � r). The Hierarchical Linear
Model can then be expressed in the appealing form

Yij D .ˇ0 C U0j/ C
pX

hD1
.ˇh C Uhj/ xhij C

rX

hDpC1
ˇh xhij C Rij ; (2.2a)
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which shows that it can be regarded as a regression model defined for the groups
separately, with group-specific intercept

.ˇ0 C U0j/ (2.2b)

and group-specific regression coefficients

.ˇh C Uhj/ (2.2c)

for h D 1; : : : ; p; variables Xh for p C 1 � h � r have regression coefficients that
are constant across groups. This pictures the Hierarchical Linear Model as a linear
regression model defined by the same model for all groups, but with regression
coefficients that differ randomly between groups.

Going back to the teachings of Lazarsfeld and Menzel, it can be concluded
that multilevel analysis elaborates the inference about individual and collective
properties as a system of nested samples drawn from nested populations: a
population of individuals nested in a population of groups (or collectives). The fact
that, in practice, groups will be finite, whereas the populations are mathematically
considered as if they were infinite, is usually glossed over in research aiming to
generalize to social mechanisms or processes (as distinct from descriptive survey
research about concrete groups, without the aim of generalization to other groups)
(see Cox 1990; Sterba 2009).

Non-nested Data Structures

It soon transpired that the relevant data structures are not always nested, because
social structures often are not. A basic example in studies of school effectiveness
is that neighborhoods may also be an important factor for student achievement,
but schools will have students coming from diverse neighborhoods while neighbor-
hoods will have students attending different schools. This leads to a data set where
students are nested in schools and also nested in neighborhoods, but schools and
neighborhoods are not nested in each other; the term used for non-nested category
systems is ‘crossed’, so that this would be called a cross-nested data structure.
To present an extension of model (2.1) for such a cross-nested data structure,
consider again a data structure with individuals i nested in groups j but now also
nested in aggregates k of a different kind (in the example of the previous sentence,
neighbourhoods). Denote by k.i; j/ the aggregate k to which individual i in group
j belongs. In the simplest extension there is only a random intercept Vk associated
with k, leading to the equation

Yij D ˇ0 C
rX

hD1
ˇh xhij C U0j C

pX

hD1
Uhj zhij C Vk.i;j/ C Rij : (2.3)
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The default assumption for the Vk is that again they are independent and normally
distributed with mean 0 and constant variance, and independent of the U and R
variables. A further extension is to mixed-membership models (Browne et al. 2001),
in which individuals may be partial members of more than one group.

Frequentist and Bayesian Estimation

Multilevel models such as (2.2), in which parameters vary randomly between
groups, provide a natural bridge between the frequentist paradigm in statistics,
which treats parameters as fixed quantities which are unknown, ‘out there’, and
the Bayesian paradigm, which treats parameters as random variables; in both
paradigms, of course, the observations are the material that helps us get a grip on the
values of the parameters. In the multilevel case, the random variation of parameters
can be linked to a frequency distribution of parameters in the population of groups,
which may be estimated from empirical data. Accordingly, this bridging ground is
often called empirical Bayes (see, e.g., Raudenbush and Bryk 2002, and Chapter 5
of Gelman et al. 2014). Bayesian estimators2 for the parameters such as (2.2a)
and (2.2b), using the sample of groups to get information about the corresponding
population, are called empirical Bayes estimators. For the parameters ˇ, �2, and T
in (2.1), frequentist as well as Bayesian estimators have been developed.

Especially for non-nested data structures, Bayesian estimators may have algorith-
mic advantages, and Bayesian Markov chain Monte Carlo (‘MCMC’) algorithms are
often employed (Draper 2008; Rasbash and Browne 2008) for such more complex
models. These are algorithms which use computer simulations, very flexible but also
much more time-consuming than traditional algorithms. Today, Bayesian methods
for multilevel analysis are often proposed and used without much attention paid to
the distinct philosophical underpinnings. This lack of attention does not, however,
take away the differences. The Bayesian approach can be a useful way to account
for prior knowledge; this is discussed for the special case of multilevel analysis
by Greenland (2000), and elaborated more practically in Chapter 5 of Gelman
et al. (2014). Using this approach requires, however, that one pays attention to the
sensitivity of the results to the choice of the prior distribution. In addition there
are interpretational differences, but these may be less important because of the
convergence between frequentist and Bayesian approaches discussed in Gelman
et al. (2014, Chapter 4).

2In frequentist terminology these are not called estimators but predictors, because they refer to
statistics that have the purpose to approximate random variables.
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What Is a Level?

The various extensions of the basic multilevel model have made even more pressing
the question ‘What is a level?’ which has harrowed quite a few researchers even
in the case of the more basic nested models. The mathematical answer is that, for
applications of linear mixed or generalized linear mixed models, a level is a system
of categories for which it is reasonable to assume random effects. More elaborately,
this means that we assume that the categories j on which the variables Uj are defined
(which are latent variables in model (2.1)) may be regarded has having been sampled
randomly from some universe or population G , making the Uj into independent
and identically distributed random variables, and our aim is to say something about
the properties of the population G rather than about the individual values Uj of
the units in our sample. In the case that the Uj are one-dimensional quantities,
the property of interest concerning population G could be, e.g., the variance of
Uj. In practical statistical modeling, the assumption that the units in the data were
randomly sampled from the population is usually taken with a grain of salt (again
cf. Cox 1990; Sterba 2009). The essential assumption is residual exchangeability,
which can be described as follows. The random effects, Rij and Uj in (2.1) and also
Vk in (2.3), are residuals given that the explanatory variables xhij are accounted for;
these residuals are assumed to be exchangeable across i and j (or k) in the sense
that they are random and as far as we know we have no a priori information to
distinguish them for different units in the data. Any Rij could be high or low just as
well as any Ri0j in the same group j or any Ri0j0 in a different group j0; any U0j could
be high or low just as well as any other U0j0 ; etc.

In this sense, multilevel analysis is a methodology for research questions and
data structures that involve several sources of unexplained variation, contrasting
with regression analysis which considers only one source of unexplained variation.
Employing the Hierarchical Linear Model, as in (2.1) or its variants with additional
levels, gives the possibility of studying contextual effects on the individual units.
But also in more complex structures where nesting is incomplete, random effects
will reflect multiple sources of unexplained variation. In social science applications
this can be fruitfully applied to research questions in which different types of actor
and context are involved; e.g., patients, doctors, hospitals, and insurance companies
in health-related research; or students, teachers, schools, and neighborhoods in
educational research. The word ‘level’ then is used for a type of unit, or a category
system, for which a random effect is assumed. The basic phenomenon we are
studying will be at the most detailed level (patients or students, respectively), and
the other levels may contribute to the variation in this phenomenon, e.g., as contexts
or other actors.

Lazarsfeld and Menzel (1961, first page) mentioned that, to be specific about
the intended meaning of variables, we should ‘examine (them) in the context of the
propositions in which they are used’. This focus on propositions also sheds light on
the question about what can be meaningfully considered as a ‘level’ in multilevel
analysis. We have to distinguish between the individual level, which is the level of
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the phenomena we wish to explain, the population of units for which the dependent
variable is defined; and higher, collective levels, which do not need to be mutually
nested, but in which the individuals are nested. To be a level requires, in the first
place, that the category system is a population—a meaningfully delimited set of
units with a basic similarity and for which several properties may be considered,
such as a well-defined set of schools, of companies, of meetings. A category system
then is a meaningful higher level if it is a population that we wish to use to explain3

some of the variability in our phenomenon and also, potentially or actually, we
may be interested in finding out which properties of the categories/units explain
the variability associated with this category system.

To illustrate this, suppose we are interested in the phenomenon of juvenile
delinquency as our dependent variable, and we consider neighborhoods as collec-
tives. The individual level is, e.g., a set of adolescents living in a certain area at
a certain time point; the dependent variable is their delinquency as measured by
some instrument. We may observe that neighborhoods differ in average juvenile
delinquency, and we then may wonder about the properties of neighborhoods—
perhaps neighborhood disorder, of which a measurement may be available—that
are relevant in this respect. This step, entertaining the possibility that there might
be specific properties of neighborhoods associated with their influence on juvenile
delinquency, and analyzing this statistically, is the step that makes the neighborhood
a meaningful ‘level’ in the sense of multilevel analysis. In the paradigm of multilevel
analysis we will then further assume that in addition to the effect of disorder there
may be other neighborhood effects, but conditional on the extent of disorder and
perhaps other neighborhood properties that we take into account, the neighborhoods
are exchangeable (as far as we know) in their further, residual, effects.

The fact that we are interested in statistically analyzing the effect of the categories
on the dependent variable also implies that for a level to be meaningful in a practical
investigation, the total number of its units in the data set should be sufficiently large:
a statistical analysis based on a sample of, say, less than 10 units usually makes no
sense.

Dependent Variables at Any Level

The Hierarchical Linear Model is considered a model for dependent variables at the
lowest level of the nesting hierarchy. However, it is so amazingly flexible that it
can just as well be used for complex configurations of multiple dependent variables
defined for several different levels. This was proposed, quite casually, already by

3‘Explaining’ is meant here in the simple statistical sense, without considering deeper questions of
causality.


