Steven G. Krantz Harold R. Parks

## The Implicit Function Theorem

 History, Theory, and Applications
## Modern Birkhäuser Classics

Many of the original research and survey monographs, as well as textbooks, in pure and applied mathematics published by Birkhäuser in recent decades have been groundbreaking and have come to be regarded as foundational to the subject. Through the MBC Series, a select number of these modern classics, entirely uncorrected, are being re-released in paperback (and as eBooks) to ensure that these treasures remain accessible to new generations of students, scholars, and researchers.

# The Implicit Function Theorem 

History, Theory, and Applications

Steven G. Krantz Harold R. Parks

## Reprint of the 2003 Edition

(2) Birkhäuser

Steven G. Krantz<br>Department of Mathematics<br>Washington University<br>St. Louis, MO<br>USA

Harold R Parks<br>Department of Mathematics<br>Oregon State University<br>Corvallis, OR<br>USA

ISBN 978-1-4614-5980-4
ISBN 978-1-4614-5981-1 (eBook)
DOI 10.1007/978-1-4614-5981-1
Springer New York Heidelberg Dordrecht London
Library of Congress Control Number: 2012952321
© Springer Science+Business Media New York 2013
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation, broadcasting, reproduction on microfilms or in any other physical way, and transmission or information storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology now known or hereafter developed. Exempted from this legal reservation are brief excerpts in connection with reviews or scholarly analysis or material supplied specifically for the purpose of being entered and executed on a computer system, for exclusive use by the purchaser of the work. Duplication of this publication or parts thereof is permitted only under the provisions of the Copyright Law of the Publisher's location, in its current version, and permission for use must always be obtained from Springer. Permissions for use may be obtained through RightsLink at the Copyright Clearance Center. Violations are liable to prosecution under the respective Copyright Law.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication does not imply, even in the absence of a specific statement, that such names are exempt from the relevant protective laws and regulations and therefore free for general use.
While the advice and information in this book are believed to be true and accurate at the date of publication, neither the authors nor the editors nor the publisher can accept any legal responsibility for any errors or omissions that may be made. The publisher makes no warranty, express or implied, with respect to the material contained herein.

Printed on acid-free paper
Springer is part of Springer Science+Business Media (www.birkhauser-science.com)

Steven G. Krantz Harold R. Parks

## The Implicit Function Theorem History, Theory, and Applications

Birkhäuser<br>Boston • Basel • Berlin

Steven G. Krantz<br>Department of Mathematics<br>Washington University<br>St. Louis, MO 63130-4899<br>U.S.A.

Harold R. Parks
Department of Mathematics
Oregon State University
Corvallis, OR 97331-4605
U.S.A.

## Library of Congress Cataloging-in-Publication Data

Krantz, Steven G. (Steven George), 1951-
The implicit function theorem : history, theory, and applications / Steven G. Krantz and
Harold R. Parks.
p. cm.

Includes bibliographical references and index.
ISBN 0-8176-4285-4 (acid-free paper) - ISBN 3-7643-4285-4 (acid-free paper)

1. Implicit functions. I. Parks, Harold R., 1949- II. Title.

QA331.5.K7136 2002
515'.8-dc21 2002018234
CIP

AMS Subject Classifications: Primary: 26B10; Secondary: 01-01, 01-02, 53B99, 53C99, 35A99, 35B99

Printed on acid-free paper.
©2002 Birkhảuser Boston
Birkhäuser

©2003 Birkhăuser Boston, second printing
All rights reserved. This work may not be translated or copied in whole or in part without the written permission of the publisher (Birkhăuser Boston, c/o Springer-Verlag New York, Inc., 175 Fifth Avenue, New York, NY 10010, USA), except for brief excerpts in connection with reviews or scholarly analysis. Use in connection with any form of information storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology now known or hereafter developed is forbidden.
The use in this publication of trade names, trademarks, service marks and similar terms, even if they are not identified as such, is not to be taken as an expression of opinion as to whether or not they are subject to proprietary rights.

ISBN 0-8176-4285-4 SPIN 10938065
ISBN 3-7643-4285-4
Reformatted from authors' files by TEXniques, Inc., Cambridge, MA. Printed in the United States of America.

## 98765432

Birkhăuser Boston • Basel • Berlin
A member of BertelsmannSpringer Science + Business Media GmbH

To the memory of Kennan Tayler Smith (1926-2000)

## Contents

Preface ..... xi
1 Introduction to the Implicit Function Theorem ..... 1
1.1 Implicit Functions ..... 1
1.2 An Informal Version of the Implicit Function Theorem ..... 3
1.3 The Implicit Function Theorem Paradigm ..... 7
2 History ..... 13
2.1 Historical Introduction ..... 13
2.2 Newton ..... 15
2.3 Lagrange ..... 20
2.4 Cauchy ..... 27
3 Basic Ideas ..... 35
3.1 Introduction ..... 35
3.2 The Inductive Proof of the Implicit Function Theorem ..... 36
3.3 The Classical Approach to the Implicit Function Theorem ..... 41
3.4 The Contraction Mapping Fixed Point Principle ..... 48
3.5 The Rank Theorem and the Decomposition Theorem ..... 52
3.6 A Counterexample ..... 58
4 Applications ..... 61
4.1 Ordinary Differential Equations ..... 61
4.2 Numerical Homotopy Methods ..... 65
4.3 Equivalent Definitions of a Smooth Surface ..... 73
4.4 Smoothness of the Distance Function ..... 78
5 Variations and Generalizations ..... 93
5.1 The Weierstrass Preparation Theorem ..... 93
5.2 Implicit Function Theorems without Differentiability ..... 99
5.3 An Inverse Function Theorem for Continuous Mappings ..... 101
5.4 Some Singular Cases of the Implicit Function Theorem ..... 107
6 Advanced Implicit Function Theorems ..... 117
6.1 Analytic Implicit Function Theorems ..... 117
6.2 Hadamard's Global Inverse Function Theorem ..... 121
6.3 The Implicit Function Theorem via the Newton-Raphson Method ..... 129
6.4 The Nash-Moser Implicit Function Theorem ..... 134
6.4.1 Introductory Remarks ..... 134
6.4.2 Enunciation of the Nash-Moser Theorem ..... 135
6.4.3 First Step of the Proof of Nash-Moser ..... 136
6.4.4 The Crux of the Matter ..... 138
6.4.5 Construction of the Smoothing Operators ..... 141
6.4.6 A Useful Corollary ..... 144
Glossary ..... 145
Bibliography ..... 151
Index ..... 161

## Preface

The implicit function theorem is, along with its close cousin the inverse function theorem, one of the most important, and one of the oldest, paradigms in modern mathematics. One can see the germ of the idea for the implicit function theorem in the writings of Isaac Newton (1642-1727), and Gottfried Leibniz's (1646-1716) work explicitly contains an instance of implicit differentiation. While Joseph Louis Lagrange (1736-1813) found a theorem that is essentially a version of the inverse function theorem, it was Augustin-Louis Cauchy (17891857) who approached the implicit function theorem with mathematical rigor and it is he who is generally acknowledged as the discoverer of the theorem. In Chapter 2, we will give details of the contributions of Newton, Lagrange, and Cauchy to the development of the implicit function theorem.

The form of the implicit function theorem has evolved. The theorem first was formulated in terms of complex analysis and complex power series. As interest in, and understanding of, real analysis grew, the real-variable form of the theorem emerged. First the implicit function theorem was formulated for functions of two real variables, and the hypothesis corresponding to the Jacobian matrix being nonsingular was simply that one partial derivative was nonvanishing. Finally, Ulisse Dini (1845-1918) generalized the real-variable version of the implicit function theorem to the context of functions of any number of real variables. As mathematicians understood the theorem better, alternative proofs emerged, and the associated modern techniques have allowed a wealth of generalizations of the implicit function theorem to be developed.

Today we understand the implicit function theorem to be an ansatz, or a way of looking at problems. There are implicit function theorems, inverse function theorems, rank theorems, and many other variants. These theorems are valid on

Euclidean spaces, manifolds, Banach spaces, and even more general settings. Roughly speaking, the implicit function theorem is a device for solving equations, and these equations can live in many different settings.

In addition, the theorem is valid in many categories. The textbook formulation of the implicit function theorem is for $C^{k}$ functions. But in fact the result is true for $C^{k, \alpha}$ functions, Lipschitz functions, real analytic functions, holomorphic functions, functions in Gevrey classes, and for many other classes as well. The literature is rather opaque when it comes to these important variants, and a part of the present work will be to set the record straight.

Certainly one of the most powerful forms of the implicit function theorem is that which is attributed to John Nash (1928- ) and Jürgen Moser (1928-1999). This device is actually an infinite iteration scheme of implicit function theorems. It was first used by John Nash to prove his celebrated imbedding theorem for Riemannian manifolds. Jürgen Moser isolated the technique and turned it into a powerful tool that is now part of partial differential equations, functional analysis, several complex variables, and many other fields as well. This text will culminate with a version of the Nash-Moser theorem, complete with proof.

This book is one both of theory and practice. We intend to present a great many variants of the implicit function theorem, complete with proofs. Even the important implicit function theorem for real analytic functions is rather difficult to pry out of the literature. We intend this book to be a convenient reference for all such questions, but we also intend to provide a compendium of examples and of techniques. There are applications to algebra, differential geometry, manifold theory, differential topology, functional analysis, fixed point theory, partial differential equations, and to many other branches of mathematics. One learns mathematics (in part) by watching others do it. We hope to set a suitable example for those wishing to learn the implicit function theorem.

The book should be of interest to advanced undergraduates, graduate students, and professional mathematicians. Prerequisites are few. It is not necessary that the reader be already acquainted with the implicit function theorem. Indeed, the first chapter provides motivation and examples that should make clear the form and function of the implicit function theorem. A bit of knowledge of multivariable calculus will allow the reader to tackle the elementary proofs of the implicit function theorem given in Chapter 3. Rudiments of real and functional analysis are needed for the third proof in Chapter 3 which uses the Contraction Mapping Fixed Point Principle. Some knowledge of complex analysis is required for a complete reading of the historical material-this seems to be unavoidable since the earliest rigorous work on the implicit function theorem was formulated in the context of complex variables. In many cases a willing suspension of disbelief and a bit of determination will serve as a thorough grounding in the basics.

There are many sophisticated applications of implicit function theorems, particularly the Nash-Moser theorem, in modern mathematics. The imbedding theorem for Riemannian manifolds, the imbedding theorem for CR manifolds, and the deformation theory of complex structures are just a few of them. Richard Hamilton's masterful survey paper (see the Bibliography) indicates several more applications
from different parts of mathematics. While each of these is a lovely tour de force of modern analytical technique, it is also the case that each requires considerable technical background. In order to keep the present volume as self-contained as possible, we have decided not to include any of these modern applications; instead we have provided exclusively classical applications of the implicit function theorem. For a basic book on the subject, we have found this choice to be most propitious.

We intend this book to be a useful resource for scientists of all types. We have exerted a considerable effort to make the bibliography extensive (if not complete). Therefore topics that can only be touched on here can be amplified with further reading. Although there are no formal exercises, the extensive remarks provide grist for further thought and calculation. We trust that our exposition will imbue our readers with some of the same fascination that led to the writing of this book.

There are a number of people whom we are pleased to thank for their helpful comments and contributions: David Barrett, Michael Crandall, John P. D’Angelo, Gerald B. Folland, Judith Grabiner, Robert E. Greene, Lars Hörmander, Seth Howell, Kang-Tae Kim, Laszlo Lempert, Maurizio Letizia, Richard Rochberg, Walter Rudin, Steven Weintraub, Dean Wills, Hung-Hsi Wu. Robert Burckel cast his critical eye on every page of our manuscript and the result is a much cleaner and more accurate book. Librarian Barbara Luszczynska performed yeoman service in helping us to track down references. This book is better because of the friendly assistance of all these good people; but, of course, all remaining failings are the province of the authors.

Washington University, St. Louis

Steven G. Krantz
Oregon State University, Corvallis
Harold R. Parks

## 1

## Introduction to the Implicit Function Theorem

### 1.1 Implicit Functions

To the beginning student of calculus, a function is given by an analytic expression such as

$$
\begin{gather*}
f(x)=x^{3}+2 x^{2}-x-3,  \tag{1.1}\\
g(y)=\sqrt{y^{2}+1}, \tag{1.2}
\end{gather*}
$$

or

$$
\begin{equation*}
h(t)=\cos (2 \pi t) . \tag{1.3}
\end{equation*}
$$

In fact, 250 years ago this was the approach taken by Léonard Euler (1707-1783) when he wrote (see Euler [EB 88]):

A function of a variable quantity is an analytic expression composed in any way whatsoever of the variable quantity and numbers or constant quantities.

Almost immediately, one finds the notion of "function as given by a formula" to be too limited for the purposes of calculus. For example, the locus of

$$
\begin{equation*}
y^{5}+16 y-32 x^{3}+32 x=0 \tag{1.4}
\end{equation*}
$$



Figure 1.1. The Locus of Points Satisfying (1.4)
defines the nice subset of $\mathbf{R}^{2}$ that is sketched in Figure 1.1. The figure leads us to suspect that the locus is the graph of $y$ as a function of $x$, but no formula for that function exists.

In contrast to the naive definition of functions as formulas, the modern, settheoretic definition of a function is formulated in terms of the graph of the function. Precisely, a function with domain $X$ and codomain or range $Y$ is a subset, let us call it $f$, of the cartesian product

$$
X \times Y=\{(x, y): x \in X, y \in Y\}
$$

having the properties that (i) for each $x \in X$ there is an element $(x, y) \in f$, and (ii) if $(x, y) \in f$ and $(x, \tilde{y}) \in f$, then $y=\tilde{y}$. In case these two properties hold, the choice of $x \in X$ determines the unique $y \in Y$ for which $(x, y) \in f$; because of this uniqueness, we find it a convenient shorthand to write

$$
y=f(x)
$$

to mean that $(x, y) \in f$.
Example 1.1.1 The locus defined by (1.4) has the property that, for each choice of $x \in \mathbf{R}$, there is a unique $y \in \mathbf{R}$ such that the pair $(x, y)$ satisfies the equation. Thus there is a function, $f$, in the modern sense, such that the graph $y=f(x)$ is the locus of (1.4).

To confirm this assertion, we fix a value of $x \in \mathbf{R}$ and consider the left-hand side of (1.4) as a function of $y$ alone. That is, we will examine the behavior of

$$
F(y)=y^{5}+16 y-32 x^{3}+32 x
$$

with $x$ fixed.
Since the powers of $y$ in $F(y)$ are odd, we have $\lim _{y \rightarrow-\infty} F(y)=-\infty$ and $\lim _{y \rightarrow+\infty} F(y)=+\infty$. Also we have

$$
F^{\prime}(y)=5 y^{4}+16>0
$$

so $F(y)$ is strictly increasing as $y$ increases. By the intermediate value theorem, we see that $F(y)$ attains the value 0 for a unique value of $y$. That value of $y$ is the value of $f(x)$ for the fixed value of $x$ under consideration.

Note that it is not clear from (1.4) by itself that $y$ is a function of $x$. Only by doing the extra work in the example can we be certain that $y$ really is uniquely defined as a function of $x$. Because it is not immediately clear from the defining equation that a function has been given, we say that the function is defined implicitly by (1.4). In contrast, when we see

$$
\begin{equation*}
y=f(x) \tag{1.5}
\end{equation*}
$$

written, we then take it as a hypothesis that $f(x)$ is a function of $x$; no additional verification is required, even when in the right-hand side the function is simply a symbolic representation as in (1.5) rather than a formula as in (1.1), (1.2), and (1.3). To distinguish them from implicitly defined functions, the functions in (1.1), (1.2), (1.3), and (1.5) are called (in this book) explicit functions.

### 1.2 An Informal Version of the Implicit Function Theorem

Thinking heuristically, one usually expects that one equation in one variable

$$
F(x)=c,
$$

$c$ a constant, will be sufficient to determine the value of $x$ (though the existence of more than one, but only finitely many, solutions would come as no surprise). ${ }^{1}$ When there are two variables, one expects that it will take two simultaneous equations

$$
\begin{aligned}
F(x, y) & =c, \\
G(x, y) & =d,
\end{aligned}
$$

[^0]
[^0]:    ${ }^{1}$ What we are doing is informally describing the notion of "degrees of freedom" that is commonly used in physics.

