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 My interest in missing data issues began in the early 1980s when I began working 
with the group that was to become the Institute for Health Promotion and Disease 
Prevention Research (better known as IPR) at the University of Southern California. 
This was my introduction to large-scale, longitudinal,  fi eld-experimental research. 
I had been trained in a traditional experimental social psychology program at the 
University of Southern California, and most of my colleagues at IPR (at least in the 
early days) happened also to have been trained as social psychologists. Given my 
training, much of my thinking in these early days stemmed from the idea that 
researchers had substantial control over the extraneous factors in their research. 
Thus, much of my early work was focused on gaining a degree of control in  fi eld 
experiment settings. 

 The challenges, of course, were numerous, but that is one of the things that made 
it all so interesting. One of the key challenges in those early days was missing data. 
The missing data challenge manifested itself as missing responses within a survey 
and as whole surveys being missing for some people at one or more waves of longi-
tudinal measurement. Missingness within a survey often was due to problems with 
individual items (if students were confused by a question, a common reaction was 
to leave it blank) and problems with the length of the survey (slower readers would 
often leave one or more pages blank at the end of the survey). When whole surveys 
were missing from one or more waves of the longitudinal study, it was not uncom-
mon that the student would return to complete a survey at a later wave. It was also 
common, however, that once a student was missing entirely from a measurement 
wave, that the student remained missing for the duration of the study. 

 In those days, there were no good analysis solutions for dealing with our missing 
data, at least none that one could expect to use with anything close to standard soft-
ware. Our only real solution was to ignore (delete) cases with any missingness on the 
variables used for any statistical model. In fact, as I will discuss in Chap.   12    , we even 
developed a planned missing data design (the  fi rst versions of the “3-form design”) 
as a means of reducing the response load on our young student participants. Although 
this planned missing data design has proven to be an excellent tool for reducing 
response load, it further exacerbated our missing data analysis problems. My early 
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thinking on this was that because the pairwise-deletion correlations produced in this 
context would be random samples of the overall correlations, this would somehow 
help with our analysis problems. Although that thinking turned out to be correct, it 
wasn’t for another 10 years that our analysis solutions would catch up. 

 I started thinking in earnest about missing data issues in the late 1980s. The 
impetus for this new thinking was that statisticians and other researchers  fi nally 
began making good missing data analysis tools available. In fact, what happened in 
the missing data literature in 1987 alone can be thought of as a missing data revolu-
tion. In that single year, two major missing data books were published (Little and 
Rubin 1987; Rubin 1987). These two books were the statistical basis for most of the 
important missing data software developments in the following decade and beyond. 
Also published in 1987 were two in fl uential articles describing a strategy for per-
forming missing data analysis making use of readily available structural equation 
modeling (SEM) software (Allison 1987; Muthen et al. 1987). These articles were 
important because they described the  fi rst missing data analysis procedure that was 
truly accessible to researchers not trained as statisticians. Also published in 1987 
was the article by Tanner and Wong (1987) on data augmentation, which has become 
a fundamental part of some approaches to multiple imputation. 

   Philosophy Underlying This Book 

 I feel it is important to give this brief history about the development of missing data 
theory and analysis solutions as well as the history of the development of my own 
skills in missing data analysis. It is important because my knowledge and experi-
ence in this area stemmed not from a background in statistics but from the need to 
solve the real problems we faced in the burgeoning discipline of prevention science 
on the 1980s and 1990s. 

 Because of my beginnings, my goals have always been to  fi nd practical solutions 
to real-world research problems. How can I do a better job of controlling the extra-
neous factors in a  fi eld experiment? How can I draw more valid conclusions about 
the success or failure of my intervention? Also, because I was trained as an experi-
mental social psychologist and not as a statistician – not even as a quantitative 
psychologist – my understanding of the statistical underpinnings of various missing 
data techniques has often been couched in practical needs of the research, and my 
descriptions of these techniques and underpinnings have often relied more on plain 
English than on terms and language common in the statistical literature. 

 This practical basis for my understanding and descriptions of missing data tech-
niques has caused some problems for me over the years. Occasionally, for example, 
my practical approach produces a kind of imprecision in how some of these impor-
tant topics are discussed. To be honest, I have at times bumped heads a little with 
statisticians, and psychologists with more formal statistical training. Fortunately, 
these instances have been rare. Also, it has been my good fortune to have spent 
several years collaborating closely with Joe Schafer. This experience has been a 
huge bene fi t to my understanding of many of the important topics in this book. 
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 On the other hand, my somewhat unusual, practical, approach to missing data 
techniques and underpinnings has gradually given me the ability to describe these 
things, in plain English, with a satisfying degree of precision. Further, my take on 
these issues, because it is so  fi rmly rooted in practical applications, occasionally 
leads to discoveries that would not necessarily have been obvious to others who 
have taken a more formal, statistical, approach to these topics. 

 The long and short of this is that I can promise you, the reader, that the topics 
covered in this book will be (a) readable and accessible and (b) of practical value.  

   Prerequisites 

 Most of the techniques described in this book rely on multiple regression analyses 
in one form or another. Therefore, I assume that the reader will, at the very least, 
already have had a course in multiple regression. Even better would be that the 
reader would have had at least some real-world experience in using multiple regres-
sion. As I will point out in later chapters, one of the most  fl exible of the missing data 
procedures, multiple imputation, requires that the output of one’s statistical analysis 
be a parameter estimate and the corresponding standard error. Multiple regression 
 fi ts nicely into this requirement in that one always has a regression coef fi cient 
(parameter estimate) and a standard error. Other common procedures such as analy-
sis of variance (ANOVA) can be used with multiple imputation, but only when the 
ANOVA model is recast as the equivalent multiple regression model. 

 Knowledge of SEM is not a prerequisite for reading this book. However, having 
at least a rudimentary knowledge of one of the common SEM programs will be very 
useful. For example, some of the planned missing data designs described in Section 
4 of this book rely on SEM analysis. In addition, my colleagues and I have found 
the multiple-group SEM (MGSEM) procedure (Allison 1987; Muthen et al. 1987) 
to be very useful in the missing data context. The material covered in Chaps.   10     and 
  11     relies heavily on these techniques. Finally, knowledge of one of the major SEM 
packages opens up some important options for data analysis using the full informa-
tion maximum likelihood (FIML) approach to handling missing data. 

 Because my take on handling missing data is so  fi rmly rooted in the need to solve 
practical problems, or perhaps because my understanding of missing data theory 
and practice is more conceptual than statistical, I have often relied on somewhat 
low-tech tools in my solutions. Thus, I make the assumption that readers of this 
book will have a good understanding of a variety of low-tech tools. I assume that 
readers are well versed in the Microsoft Windows operating system for PCs. 1  For 
example, it will be extremely helpful if readers know the difference between ASCII 

  1   I know very little about the operating system for Apple computers, but with a few important 
exceptions (e.g., that NORM currently is not available for Apple computers), I’ll bet that good 
knowledge of the Apple operating system (or other operating systems, such as Unix or Linux) will 
work very well in making use of the suggestions described in this book. 
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(text)  fi les (e.g., as handled by the Notepad editor in Windows) and binary  fi les 
(e.g., as produced by MS Word, SAS, SPSS, and most other programs). Although 
the Notepad editor for editing ascii/text  fi les will be useful to an extent, it will be 
even more useful to have a more full-featured ascii editor, such as UltraEdit (http://
www.ultraedit.com).  

   Layout of this Book 

 In Section 1 of this book, Chaps.   1     and   2    , I deal with what I often refer to as missing 
data theory. In Chap.   1    , I lay out the heart of missing data theory, focusing mainly 
on dispelling some of the more common myths surrounding analysis with missing 
data and describing in some detail my take on the three “causes” of missingness, 
often referred to as missing data mechanisms. I also spend a good bit of space in 
Chap.   1     dealing with the more theoretical aspects of attrition. In Chap.   2    , I describe 
various analysis techniques for dealing with missing data. I spend some time in this 
chapter describing older methods, but I stay mainly with procedures that, despite 
being “old,” are still useful in some contexts. I spend most of the space in this chap-
ter talking about the more theoretical aspects of the recommended methods (multi-
ple imputation and maximum likelihood approaches) and the EM algorithm for 
covariance matrices. 

 In Section 2, I focus on the practice of multiple imputation and analysis with 
multiple imputed data sets. In Chap.   3    , I describe in detail multiple imputation with 
Schafer’s (1997) NORM 2.03 program. Chapter   4     covers analysis of NORM-
imputed data sets with SPSS (versions 15, 16, and lower; and newer versions with-
out the new MI module). In this chapter, I outline the use of my utility for automating 
the process of analysis with multiple imputed data sets, especially for multiple 
regression analysis. In Chap.   5    , I describe multiple imputation with the recently 
released versions of SPSS (version 17–20) that include the MI module. In this chap-
ter, I describe the process of performing multiple imputation with small data prob-
lems, staying within the SPSS environment, and performing automated analysis 
with regression and logistic regression. I also describe the limitations of this initial 
SPSS product (through version 20) and suggest the preferable alternative of doing 
MI with NORM 2.03 (along with my automation utility for reading NORM-imputed 
data into SPSS), but performing analysis and automation with the quite excellent 
automation features newly available in SPSS 17 and later versions. In Chap.   6    , 
I cover the topic of imputation and analysis with cluster data (e.g., children within 
schools). I describe analysis of multilevel data with SPSS 17–20 Mixed module and 
also with HLM 6. I also describe a feature of my automation utility for analyzing 
NORM-imputed data with HLM 6–7. In Chap.   7    , I discuss in detail multiple impu-
tation with SAS PROC MI. In this chapter, I provide syntax for analysis with PROC 
REG, PROC LOGISTIC, and PROC MIXED and describe the combining of results 
with PROC MIANALYZE. 

http://dx.doi.org/10.1007/978-1-4614-4018-5_1
http://dx.doi.org/10.1007/978-1-4614-4018-5_2
http://dx.doi.org/10.1007/978-1-4614-4018-5_1
http://dx.doi.org/10.1007/978-1-4614-4018-5_1
http://dx.doi.org/10.1007/978-1-4614-4018-5_2
http://dx.doi.org/10.1007/978-1-4614-4018-5_3
http://dx.doi.org/10.1007/978-1-4614-4018-5_4
http://dx.doi.org/10.1007/978-1-4614-4018-5_5
http://dx.doi.org/10.1007/978-1-4614-4018-5_6
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 In Section 3, I focus on the practicalities of dealing with missing data, especially 
with multiple imputation, in the real world. In Chap.   8    , I address the issue of spot-
ting and troubleshooting problems with imputation. In Chap.   9     (with Lee Van Horn 
and Bonnie Taylor), I address the major practical concern of having too many vari-
ables in the imputation model. In Chap.   10    , I cover the topic of doing simulation 
work with missing data. Given the popularity of simulations for answering many 
research questions, it is important to address issues that arise in the conduct of simu-
lations relating to missing data. In addition to a brief description of the usual Monte 
Carlo approach to simulations, I also outline a more compact, non-Monte Carlo, 
approach that makes use of the multiple-group capabilities of SEM programs. In 
this section, I describe simulations based on MCAR missingness (this approach is 
at the heart of the material covered in Chap.   9    ), but I also extend this work in an 
important way to describe an approach to non-Monte Carlo simulations with MAR 
and MNAR missingness. In Chap.   11     (with Linda M. Collins), I cover the important 
area of including auxiliary variables in one’s model. This chapter focuses mainly on 
addressing the problems associated with participant attrition. It touches on the value 
of auxiliary variables for bias reduction, but focuses on recovery of lost statistical 
power. The chapter covers practical strategies for including auxiliary variables in 
MI and FIML models. I outline an automation utility for determining the bene fi t of 
including auxiliary variables under a variety of circumstances. 

 Section 4 of the book describes the developing area of planned missing data 
designs. These designs allow researchers to make ef fi cient use of limited resources, 
while allowing meaningful conclusions to be drawn. Chapter   12     describes the the-
ory and practical issues relating to implementation of the 3-form design, a kind of 
matrix sampling design. Chapter   13     (with Allison Shevock; nee: Olchowski) 
describes a design we have called two method measurement. In this chapter, we 
present the theory and practical issues of implementing this SEM-based design.                      

http://dx.doi.org/10.1007/978-1-4614-4018-5_8
http://dx.doi.org/10.1007/978-1-4614-4018-5_9
http://dx.doi.org/10.1007/978-1-4614-4018-5_10
http://dx.doi.org/10.1007/978-1-4614-4018-5_9
http://dx.doi.org/10.1007/978-1-4614-4018-5_11
http://dx.doi.org/10.1007/978-1-4614-4018-5_12
http://dx.doi.org/10.1007/978-1-4614-4018-5_13
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   Overview 

 In this  fi rst chapter, I accomplish several goals. First, building on my 20+ years of 
work on missing data analysis, I outline a nomenclature or system for talking about 
the theory underlying the modern analysis of missing data. I intend for this nomen-
clature to be in plain English, but nevertheless to be an accurate representation of 
statistical theory relating to missing data analysis. Second, I describe many of the 
main components of missing data theory, including the causes or mechanisms of 
missingness. Two general methods for handling missing data, in particular multiple 
imputation (MI) and maximum-likelihood (ML) methods, have developed out of 
the missing data theory I describe here. And as will be clear from reading this book, 
I fully endorse these methods. For the remainder of this chapter, I challenge some 
of the commonly held beliefs relating to missing data theory and missing data anal-
ysis, and make a case that the MI and ML procedures, which have started to become 
mainstream in statistical analysis with missing data, are applicable in a much larger 
range of contexts that typically believed. 

 Third, I revisit the thinking surrounding two of the central concepts in missing 
data theory: the Missing At Random (MAR), and Not Missing At Random 
(NMAR) concepts. Fourth, I describe estimation bias that is due to missingness 
that is NMAR, and outline several factors that in fl uence the magnitude of this 
bias. In this section, I also make the case for thinking about the practical 
signi fi cance of the bias. Fifth, I pull together the information we have to date 
about the factors that in fl uence missing data bias, and present a sensitivity analy-
sis showing that missing data bias commonly described in studies may be much 
less severe than commonly feared. 

 Sixth, I extend the work on estimating missing data bias, introducing a taxonomy 
of attrition that suggests eight different attrition scenarios that must be explored in 
future research. Finally, I present design and measurement strategies for assuring 
that missingness is MAR. In this  fi nal section, I talk about measuring the plausible 
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causes of missingness, about measuring “auxiliary” variables, and about the value 
of collecting additional data on a random sample of those initially missing from the 
main measure of one’s study.  

   Missing Data: What Is It? 

 Two kinds of missing data have been described in the literature. These are often 
referred to as  item nonresponse  and  wave nonresponse . In survey research, item 
nonresponse occurs when a respondent completes part of a survey, but leaves some 
individual questions blank, or fails to complete some parts of the survey. This type 
of missing value might occur because the person just did not see the question. It 
could occur because the person did not know how to respond to the question. It 
could be that the person intended to come back to the skipped question, but just 
forgot. It could be that the person leaves the question blank because of the fear that 
harm may come to him or her because of the response. It could be that the person 
leaves the questions blank because the topic is upsetting. Some people may not 
answer questions near the end of a long survey due to slow reading. Finally, it could 
be that the person fails to respond to the question because the question was never 
asked in the  fi rst place (e.g., in planned missing data designs; see Chaps.   12     and   13    ). 

 The concept of item nonresponse also applies to other types of research, where 
a research participant has some, but not all data from the measurement session. 
It could be that the data value was simply lost during the data collection or data 
storage process. It could be that the data value was lost because of equipment mal-
function. It could be that the value was lost due some kind of contamination. It 
could be that the person responsible for data collection simply forgot to obtain that 
particular measure. 

 Wave nonresponse applies to longitudinal research, that is, research in which the 
same individuals are measured at two or more times (waves). Wave nonresponse 
describes the situation in which a respondent fails to complete the entire survey (or 
other measure); that is, when the person is absent from an entire wave of the longi-
tudinal study. In some cases, the individual is missing entirely from one wave of 
measurement, but comes back to complete the measurement at a later wave. In other 
cases, the person is missing entirely from one wave of measurement, and never 
returns. I refer to this latter, special case as  attrition . 

 For a variety of reasons, which will become clear as you read through this book, 
I typically do not worry too much about item nonresponse. One upshot of this is that 
I typically do not worry too much about missing data in cross-sectional measure-
ment studies. Of course, situations may occasionally arise in which item nonre-
sponse causes serious problems for statistical inference, but I usually view this type 
of missingness more as a nuisance – a nuisance that can be dealt with extremely 
well by the missing data analysis strategies described in this book. 

 Even wave nonresponse is typically not a particular problem when the respon-
dent returns to provide data at a later wave. Dealing with missing data involves 
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making guesses about what the missing values might plausibly be, based on what is 
known about the respondent. If the researcher has data at a prior wave and data at a 
later wave on the same respondent, then these guesses are typically very good, 
because this is a kind of interpolation. With attrition, the researcher has information 
about the respondent only at a prior wave. Thus, making the guesses about the 
respondent’s missing values involves extrapolation. And one is typically much less 
con fi dent about guesses based on extrapolation. Still, as I describe in this chapter, 
much can be known, even in the case of attrition. So even with attrition, researchers 
can typically have good con fi dence in the performance of the missing data analysis 
procedures I describe throughout this book, provided they pay careful attention to 
all sources of information available to them.  

   Missing Data: History, Objectives, and Challenges 

 The problem of missing data has long been an issue for data analysis in the social 
and health sciences. An important reason for this is the fact that algorithms for data 
analysis were originally designed for data matrices with no missing values. This all 
began changing in rather dramatic fashion in 1987 when two important books (Little 
and Rubin  1987 ; Rubin  1987  )  were published that would lay the groundwork for 
most of the advances in missing data analysis for the next 20 years and beyond. 

 These two published works have produced two rather general strategies for 
solving the missing data problem, MI and ML. I provide a more detailed discus-
sion of these topics in Chap.   2     (under the heading, “Basics of Recommended 
Methods”). With either of these solutions to the missing data problem, the main 
objectives, as with any analysis procedure, are to obtain unbiased estimates of the 
parameters of interest (i.e., estimates that are close to population values), and to 
provide an estimate of the uncertainty about those estimates (standard errors or 
con fi dence intervals). 

 A good bit of missing data theory has been counterintuitive when viewed from 
the perspective of researchers with standard training in the social and health sci-
ences. It was not until the software solutions began to emerge in the mid-to-late 
1990s that it became possible to convince these scientists of the virtues of the new 
approaches to handling missing data, namely MI and ML. Although the use of these 
new approaches was undeniably a huge step forward, the theoretical underpinnings 
of these approaches have in large part remained a mystery. 

 Part of that mystery stems from that fact that the language used to describe miss-
ing data theory is as easy to understand for social and health scientists as ancient 
Aramaic. Although the language of the formal equation in statistical writing is 
beyond the ken of most nonstatistics researchers with standard training, an even 
bigger impediment to comprehending the underpinnings of modern missing data 
procedures is that the statistics books and articles on missing data commonly con-
tain plain English words that have meanings in this context that are rather different 
from plain English.  
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   Terms 

 There are several terms that are at the heart of modern missing data theory that have 
been widely misunderstood outside of the statistics realm. Among these are model, 
missingness, distributions, and mechanisms of missingness. I would argue that to 
understand these terms fully, one must speak the language of statistics. Barring that, 
one must translate these fundamental concepts into plain English in a way that pre-
serves their overall meaning with a satisfying degree of precision. The next sections 
tackle this latter task. 

   Model 

 The word “model” appears in at least three ways in any discussion of missing data 
analysis. In order to avoid confusion, and to distinguish among the three different 
types of model, I de fi ne them here. 

 First, I will frequently mention the analysis model of substantive interest. I will 
refer to this model as the  analysis model . This is the model one tests (e.g., regres-
sion model; SEM model) to address the substantive research question. 

 The second type of model is the model that creates the missing data. I will refer 
to this type of model as the  missing data creation model . For example, in later sec-
tions of this chapter, I talk about a system of IF statements that can be used to gener-
ate MAR missingness. Such a set of statements might look like this:

     

= =
= =
= =
= =

if Z 1,  the probability that Y is missing [p(Ymis)] .20

if Z 2,  p(Ymis) .40

if Z 3,  p(Ymis) .60

if Z 4,  p(Ymis) .80
    

 In this instance, the probability that Y is missing depends on the value of the 
variable Z, as shown in the IF statements. 

 It is important to realize that except for simulation work (and the kind of planned 
missing data measurement designs described in Chaps.   12     and   13    ), no one would 
want to create missing data. Also, although one typically does not know the details 
of this model, except in simulation work, it is often useful to have a sense of 
the kinds of models that create missing data. Later in the this chapter, for example, 
I will talk about sensitivity analyses in which one can make use of various missing 
data creation models to get a sense of the range of values that are plausible replace-
ments for a missing value. Finally, a little later in this chapter I will mention that 
some missingness is often described as “ignorable.” For that type of missingness, it 
is the details of the missing data creation model that are ignorable. 

 The third type of model is the model in which the missingness is handled. As I 
describe in this book, missingness will typically be handled with MI or ML procedures. 
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