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Preface

The second edition of “Structural Biology: Practical NMR Applications” retains the

focus of the previous edition, which is to provide readers with a systematic

understanding of fundamental principles and practical aspects of NMR spectros-

copy. At the beginning of each section, questions and objectives highlight key

points to be learned, and homework problems are provided at the end of each

chapter, except Chap. 9. One hundred multiple-choice questions with answers are

provided to further aid in understanding the topics. In response to comments and

suggestions from readers, and based on my own research and teaching experiences,

I have made improvements and added a new chapter (Chap. 9) on metabolomics,

which is an important application of NMR spectroscopy.

Over the years since NMR was first applied to solve problems in structural

biology, it has undergone dramatic developments in both NMR instrument hard-

ware and methodology. While it is established that NMR is one of the most

powerful tools for understanding biological processes at the atomic level, it has

become increasingly difficult for authors and instructors to make valid decisions

concerning the content and level for a graduate course of NMR spectroscopy in

structural biology. Because many of the details in practical NMR are not

documented systematically, students entering into the field have to learn the

experiments and methods through communication with other experienced students

or experts. Often such a learning process is incomplete and unsystematic. This book

is meant to be not only a textbook but also a handbook for those who routinely use

NMR to study various biological systems. Thus, the book is organized with

experimentalists in mind, whether they are instructors or students. For those who

have a little or no background in NMR structural biology, it is hoped that this book

will provide sufficient perspective and insight. Those who already have NMR

research experience may find new information or different methods that are useful

to their research.

Because understanding fundamental principles and concepts of NMR spectros-

copy is essential for the application of NMR methods to research projects, the book

begins with an introduction to basic NMR principles. While detailed mathematics

and quantum mechanics dealing with NMR theory have been addressed in several
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well-known NMR books, Chap. 1 illustrates some of the fundamental principles

and concepts of NMR spectroscopy in a more descriptive and straightforward

manner. Such questions as, “How is the NMR signal generated? How do nuclear

spins behave during and after different radio-frequency pulses? What is the rotating

frame, and why do we need it?” are addressed in Chap. 1. Next, NMR instrumenta-

tion is discussed starting with hardware components. Topics include magnetic field

homogeneity and stability, signal generation and detection, probe circuits, cryo-

genic probes, analog-to-digital conversion, and test equipment. A typical specifica-

tion for an NMR spectrometer is also included in the chapter. There is also a chapter

covering NMR sample preparation, a process that is often the bottleneck for the

success of the NMR project. Several routine strategies for preparing samples for

macromolecules as well as complexes are dealt with in detail.

Chapter 4 discusses the practical aspects of NMR, including probe tuning,

magnet shimming and locking, instrument calibrations, pulse field gradients, sol-

vent suppression, data acquisition and processing, and homonuclear two-dimen-

sional experiments. In Chap. 5, experiments that are routinely used in studying

biological molecules are discussed. Questions to be addressed include how the

experiments are setup and what kind of information we can obtain from the

experiments.

The next chapter focuses on the application of NMR techniques to the study of

biological molecules. The use of NMR in studying small biological molecules such

as ligands, drugs, and amino acids involved in different biological pathways is

covered. Then, applications in studies of macromolecules such as proteins,

protein–peptide, and protein–protein complexes are discussed in Chap. 7. Chapter

8 deals with dynamics of macromolecules, important information that can be

obtained uniquely by NMR methods.

Chapter 9 discusses essential principles and applications of NMR-based

metabolomics. First, fundamentals of multivariate analysis are addressed in a

simple and easily understood manner. The next section focuses on sample prepara-

tion, which includes detailed procedures and protocols on collecting and preparing

biofluid samples, quenching cells and tissues, and extracting metabolites from cells

and tissues. Practical aspects of NMR experiments routinely used in metabolomics

are also discussed in detail, including experimental setup, data processing and

interpretation. In the next section, a number of examples are worked out in detail

to illustrate statistical analyses of NMR data and interpretation of the statistical

models. Several protocols for using software packages for multivariate analysis are

also provided in this section. The last four sections focus on applications of NMR-

based metabolomics, including metabolomics of biofluids, cellular metabolomics,

live cells, and applications to cancer research.

I would like to thank many colleagues who have used the previous edition in

their teaching, and those who have contributed directly or indirectly to this book.

I am particularly grateful to Dr. Jun Qin for writing sections of Chaps. 3 and 7, and

for numerous discussions, and Drs. Kristen Mayer, Weidong Hu, Steve Unger, Fang

Tian, John Glushka, Chalet Tan, Drew Ekman, and Timothy Collette for reviewing

all or part of the text and providing corrections, valuable comments, and
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encouragement. I am appreciative of the investigators and publishers who have

allowed me to use their figures in this text. I am also indebted to the editors and staff

at Springer Science+Business Media, especially to Editor Portia Formento, Senior

Editor Andrea Macaluso, and Senior Publication Editors Patrick Carr and Felix

Portnoy, who made this book happen.

Athens, GA, USA Quincy Teng
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Chapter 1

Basic Principles of NMR

1.1 Introduction

Energy states and population distribution are the fundamental subjects of any

spectroscopic technique. The energy difference between energy states gives raise

to the frequency of the spectra, whereas intensities of the spectral peaks are

proportional to the population difference of the states. Relaxation is another

fundamental phenomenon in nuclear magnetic resonance spectroscopy (NMR),

which influences both line shapes and intensities of NMR signals. It provides

information about structure and dynamics of molecules. Hence, understanding

these aspects lays the foundation to understanding basic principles of NMR

spectroscopy.

In principle, an NMR spectrometer is more or less like a radio. In a radio, audio

signals in the frequency range of kilohertz are the signals of interest, which one can

hear. However, the signals sent by broadcast stations are in the range of 100 MHz

for FM and of up to 1 GHz for AM broadcasting. The kilohertz audio signals must

be separated from the megahertz transmission frequencies before they are sent to

speakers. In NMR spectroscopy, nuclei have an intrinsic megahertz frequency

which is known as the Larmor frequency. For instance, in a molecule, all protons

have the same Larmor frequency. However, the signals of interest are the chemical

shifts generated by the electron density surrounding an individual proton, which are

in the kilohertz frequency range. Many of the protons in the molecule have different

chemical environments which give different signals in the kilohertz range. One

must find a way to eliminate the megahertz Larmor frequency in order to observe

the kilohertz chemical shifts (more details to follow).

Q. Teng, Structural Biology: Practical NMR Applications,
DOI 10.1007/978-1-4614-3964-6_1, # Springer Science+Business Media New York 2013
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1.2 Nuclear Spin in a Static Magnetic Field

1.2.1 Precession of Nuclear Spins in a Magnetic Field

As mentioned above, energy and population associated with energy states are the

bases of the frequency position and the intensity of spectral signals. In order to

understand the principles of NMR spectroscopy, it is necessary to know how the

energy states of nuclei are generated and what are the energy and population

associated with the energy states.

Key questions to be addressed in this section include the following:

1. What causes nuclei to precess in the presence of magnetic field?

2. What kind of nuclei will give NMR signals?

3. How do nuclear spins orient in the magnetic field?

Not any kind of nucleus will give NMR signals. Nuclei with an even number of

both charge and mass have a spin quantum number of zero, e.g., 12C. These kinds of

nuclei do not have nuclear angular momentum and will not give raise to NMR

signal; these are called NMR inactive nuclei. For nuclei with nonzero spin quantum

number, energy states are produced by the nuclear angular moment interacting with

the applied magnetic field. Nuclei with nonzero spin quantum number possess

nuclear angular momentum whose magnitude is determined by:

P ¼ �h
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
IðI þ 1Þ

p
(1.1)

in which I is the nuclear spin quantum number and �h is the Plank constant divided

by 2p. The value of I is dependent on the mass and charge of nucleus, and it can be

either an integral or half integral number. The z component of the angular momen-

tum is given by:

Pz ¼ �hm (1.2)

in which the magnetic quantum numberm has possible values of I, I� 1, . . .,�I + 1,

�I, and a total of 2I+ 1. This equation tells us that the projection of nuclear angular
momentum on the z axis is quantized in space and has a total of 2I+ 1 possible

values. The orientations of nuclear angular momentum are defined by the allowedm
values. For example, for spin ½ nuclei, the allowed m are ½ and �½. Thus, the

angular momentum of spin ½ (I¼½) has two orientations, one is pointing up

(pointing to z axis) and the other pointing down (pointing to �z axis) with an

angle of 54.7� relative to the magnetic field (Fig. 1.1).

The nuclei with a nonzero spin quantum number will rotate about the magnetic

field B0 due to the torque generated by the interaction of the nuclear angular

momentum with the magnetic field. The magnetic moment (or nuclear moment),

m, is either parallel or antiparallel to their angular momentum:

m ¼ gP ¼ g�h
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
IðI þ 1Þ

p
(1.3)
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in which g is the nuclear gyromagnetic ratio, which has a specific value for a given

isotope. Thus, g is a characteristic constant for a specific nucleus. The angular

momentum P is the same for all nuclei with the same magnetic quantum number,

whereas the angular moment m is different for different nuclei. For instance, 13C and
1H have same angularmomentumP because they have same spin quantumnumber of

½, but have different angular moments m because they are different isotopes with

different g. Therefore, nuclear angular moment m is used to characterize nuclear

spins. Themoment m is parallel to angular momentum if g is positive or antiparallel if
g is negative (e.g., 15N). Similar to the z component of angular momentum, Pz, the z
component of angular moment mz is given by:

mz ¼ gPz ¼ g�hm (1.4)

The equation indicates that mz has a different value for different nuclei even

if they may have same magnetic quantum number m. When nuclei with a

nonzero spin quantum number are placed in a magnetic field, they will precess

about the magnetic field due to the torque generated by the interaction of the

magnetic field B0 with the nuclear moment m. The angle of m relative to B0 is

dependent on m. Nuclei with nonzero spin quantum numbers are also called

nuclear spins because their angular moments make them spin in the magnetic

field.

In summary, the nuclear angular momentum is what causes the nucleus to rotate

relative to the magnetic field. Different nuclei have a characteristic nuclear

moment because the moment is dependent on the gyromagnetic ratio g, whereas
nuclei with the same spin quantum number possess the same nuclear angular

momentum. Nuclear moments have quantized orientations defined by the value

of the magnetic quantum number, m. The interaction of nuclei with the magnetic

field is utilized to generate an NMR signal. Because the energy and population of

nuclei are proportional to the magnetic field strength (more details discussed

below), the frequency and intensity of the NMR spectral signals are dependent

on the field strength.

Fig. 1.1 Orientation

of nuclear angular moment

m with spin ½ and its z
component, mz. The vectors
represent the angular moment

m rotating about the magnetic

field whose direction is along

the z axis of the laboratory
frame

1.2 Nuclear Spin in a Static Magnetic Field 3



1.2.2 Energy States and Population

It has been illustrated in the previous section that nuclei with nonzero spin quantum

numbers orient along specific directions with respect to the magnetic field. They

are rotating continuously about the field direction due to the nuclear moment m
possessed by nuclei. For each orientation state, also known as the Zeeman state or

spin state, there is energy associated with it, which is characterized by the frequency

of the precession.

Key questions to be addressed in this section include the following:

1. What is the energy and population distribution of the Zeeman states?

2. What are the nuclear precession frequencies of the Zeeman states and the

frequency of the transition between the states, and how are they different?

3. How are energy and population related to the measurable spectral quantities?

The intrinsic frequency of the precession is the Larmor frequency o0. The

energy of the Zeeman state with magnetic quantum number m can be described

in terms of the Larmor frequency:

E ¼ �mzB0 ¼ �m�hgB0 ¼ m�ho0 (1.5)

in which B0 is the magnetic field strength in the unit of tesla, T, and o0¼�gB0 is the

Larmor frequency. Therefore, the energy difference in the allowed transition (the

selection rule is that only single-quantum transition, i.e., Dm¼�1, is allowed), for

instance, between the m¼�½ and m¼½ Zeeman states is given by:

DE ¼ �hgB0 (1.6)

Because DE ¼ �ho, the frequency of the required electromagnetic radiation for

the transition has the form of:

o0 ¼ gB0 (1.7)

which has a linear dependence on the magnetic field strength. Commonly, the

magnetic field strength is described by the proton Larmor frequency at the specific

field strength. A proton resonance frequency of 100 MHz is corresponding to the

field strength of 2.35 T. For example, a 600 MHz magnet has a field strength of

14.1 T. While the angular frequency o has a unit of radian per second, the

frequency can also be represented in hertz with the relationship of:

n ¼ o
2p

(1.8)

As the magnetic field strength increases, the energy difference between two

transition states becomes larger, as does the frequency associated with the Zeeman

transition. The intensity of the NMR signal comes from the population difference of
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two Zeeman states of the transition. The population of the energy state is governed

by the Boltzmann distribution. For a spin ½ nucleus with a positive g such as 1H, or
13C, the lower energy state (ground state) is defined as the a state for m¼½,

whereas the higher energy state (excited state) is labeled as the b state for

m¼�½. For 15N, m¼�½ is the lower energy a state because of its negative g.
The ratio of the populations in the states is quantitatively described by the

Boltzmann equation:

Nb

Na
¼ e�DE=kT ¼ e��hgB0=kT ¼ 1

e�hgB0=kT
(1.9)

in which Na and Nb are the population of a and b states, respectively, T is the

temperature in Kelvin and k is the Boltzmann constant. The equation states that

both the energy difference of the transition states and the population difference of

the states increases with the magnetic field strength. Furthermore, the population

difference has a temperature dependence. If the sample temperature reaches the

absolute zero, there is no population at b state and all spins will lie in a state,

whereas both states will have equal population if the temperature is infinitely high.

At T near room temperature, ~300 K, �hgB0 � kT. As a consequence, a first-order
Taylor expansion can be used to describe the population difference:

Nb

Na
� 1� �hgB0

kT
(1.10)

At room temperature, the population of the b state is slightly lower than that of the

a state. For instance, the population ratio for protons at 800 MHz is 0.99987. This

indicates that only a small fraction of the spins will contribute to the signal intensity

due to the low energy difference and hence NMR spectroscopy intrinsically is a

very insensitive spectroscopic technique. Therefore, a higher magnetic field is

necessary to obtain better sensitivity, in addition to other advantages such as

resolution and the TROSY effect (transverse relaxation optimized spectroscopy).

1.2.3 Bulk Magnetization

Questions to be addressed in this section include the following:

1. What is the bulk magnetization and where is it located?

2. Why do no transverse components of the bulk magnetization exist at the

equilibrium?

The observable NMR signals come from the assembly of the nuclear spins in

the presence of the magnetic field. It is the bulk magnetization of a sample

(or macroscopic magnetization) that gives the observable magnetization, which is

the vector sum of all spin moments (nuclear angular moments). Because nuclear

1.2 Nuclear Spin in a Static Magnetic Field 5



spins precess about the magnetic field along the z axis of the laboratory frame, an

individual nuclear moment has equal probability of being in any direction of the

xy plane. Accordingly, the transverse component of the bulk magnetization at

the equilibrium state is averaged to zero and hence is not observable (Fig. 1.2).

The bulk magnetizationM0 results from the small population difference between the

a and b states. At equilibrium, this vector lies along the z axis and is parallel to

the magnetic field direction for nuclei with positive g because the spin population

in the a state is larger than that in the b state. Although the bulk magnetization is

stationary along the z axis, the individual spin moments rotate about the axis.

1.3 Rotating Frame

Question to be addressed in this section include the following:

1. What is the rotating frame and why is it needed?

2. What is the B1 field and why must it be an oscillating electromagnetic field?

3. How does the bulk magnetization M0 react when a B1 field is applied to it?

4. What is the relationship between radio frequency (RF) pulse power and pulse

length?

The Larmor frequency of a nuclear isotope is the resonance frequency of the

isotope in the magnetic field. For example, 1H Larmor frequency will be 600 MHz

for all protons of a sample in the magnetic field of 14.1 T. If the Larmor frequency

were the only observed NMR signal, NMR spectroscopy would not be useful

because there would be only one resonance signal for all 1H. In fact, chemical shifts

are the NMR signals of interest (details in Sect. 1.7), which have a frequency range

Fig. 1.2 Bulk magnetization of spin ½ nuclei with positive g. x, y, and z are the axes of the

laboratory frame. The thin arrows represent individual nuclear moments. The vector sum of the

nuclear moments on the xy plane is zero because an individual nuclear moment has equal

probability of being in any direction of the xy plane. The bulk magnetization M0, labeled as a

thick arrow, is generated by the small population difference between the a and b states, and is

parallel to the direction of the static magnetic field B0
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of kilohertz, whereas the Larmor frequency of all nuclei is in the range of megahertz.

For instance, the observed signals of protons are normally in the range of several

kilohertz with a Larmor frequency of 600 MHz in the magnetic field of 14.1 T. How

the Larmor frequency is removed before NMR data are acquired, what the rotating

frame is, why we need it and how the bulk magnetization changes upon applying an

additional electromagnetic field are the topics of this section.

Since the Larmor frequency will not be present in any NMR spectrum, it is

necessary to remove its effect when dealing with signals in frequency range of

kilohertz. This can be done by applying an electromagnetic field B1 along an axis on

the xy plane of the laboratory frame, which rotates at the Larmor frequency with

respect to the z axis of the laboratory frame. This magnetic field is used for the

purposes of (a) removing the effect of the Larmor frequency and hence simplifying

the theoretical and practical consideration of the spin precession in NMR

experiments, and (b) inducing the nuclear transition between two energy states by

its interaction with the nuclei in the sample according to the resonance condition

that the transition occurs when the frequency of the field equals the resonance

frequencies of the nuclei. This magnetic field is turned on only when it is needed.

Because the Larmor frequency is not observed in NMR experiments, a new

coordinate frame is introduced to eliminate the Larmor frequency from consider-

ation, called the rotating frame. In the rotating frame, the xy plane of the laboratory
frame is rotating at or near the Larmor frequency o0 with respect to the z axis of the
laboratory frame. The transformation of the laboratory frame to the rotating frame

can be illustrated by taking a carousel (also known as merry-go-round) as an

example. The carousel observed by one standing on the ground is rotating at a

given speed. When one is riding on it, he is also rotating at the same speed.

However, he is stationary relative to others on the carousel. If the ground is

considered the laboratory frame, the carousel is the rotating frame. When the person

on the ground steps onto the carousel, it is the transformation from the laboratory

frame to the rotating frame. The sole difference between the laboratory frame

and the rotating frame is that the rotating frame is rotating in the xy plane about

the z axis relative to the laboratory frame.

By transforming from the laboratory frame to the rotating frame, the nuclear

moments are no longer spinning about the z axis, i.e., they are stationary in the

rotating frame. The term “transforming” here means that everything in the labora-

tory frame will rotate at a frequency of�o0 about the z axis in the rotating frame. As

a result, the bulk magnetization does not have its Larmor frequency in the rotating

frame. Since the appliedB1 field is rotating at the Larmor frequency in the laboratory

frame, the transformation of this magnetic field to the rotating frame results in a

stationaryB1 field along an axis on the xy plane in the rotating frame, for example the

x axis. Therefore, when this B1 magnetic field is applied, its net effect on the bulk

magnetization is to rotate the bulk magnetization away from the z axis clockwise
about the axis of the applied field by the left-hand rule in the vector representation.

In practice, the rotation of the B1 field with respect to the z axis of the laboratory
frame is achieved by generating a linear oscillating electromagnetic field with the

magnitude of 2B1 because it is easily produced by applying electric current through
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the probe coil (Fig. 1.3). The oscillating magnetic field has a frequency equal to the

Larmor frequency of the nuclei. As the current increases from zero to maximum,

the field proportionally increases from zero to the maximum field along the coil axis

(2B1 in Fig. 1.3). Reducing the current from the maximum to zero and then to the

minimum (negative maximum, �i) decreases the field from 2B1 to �2B1. Finally,

the field is back to zero from �2B1 as the current is increased from the minimum to

zero to finish one cycle. If the frequency of changing the current is nrf, we can

describe the oscillating frequency as orf (o¼ 2pn). Mathematically, this linear

oscillating field (thick arrow in Fig. 1.4) can be represented by two equal fields

with half of the magnitude, B1, rotating in the xy plane at the same angular

frequency in opposite directions to each other (thin arrows). When the field has

the maximum strength at 2B1, each component aligns on the y axis with a magni-

tude of B1. The vector sum of the two is 2B1 (Fig. 1.4a). When the current is zero,

which gives zero in the field magnitude, each component still has the same

magnitude of B1 but aligns on the x and �x axes, respectively, which gives rise to

a vector sum of zero (Fig. 1.4c). As the current reduces, both components rotate into

Fig. 1.3 The electromagnetic field generated by the current passing through the probe coil.

The magnitude of the field is modulated by changing the current between �i and +i. The
electromagnetic field is called the oscillating B1 field

Fig. 1.4 Vector sum of the oscillating B1 field generated by passing current through a probe coil.

The magnitude of the field can be represented by two equal amplitude vectors rotating in opposite

directions. The angular frequency of the two vectors is same as the oscillating frequency orf of the

B1 field. When orf¼o0, B1 is said to be on resonance. (a) When the current reaches the maximum,

the two vectors align on y axis. The sum of the two vectors is the same as the field produced in the

coil. (b) As the B1 field reduces, its magnitude equals the sum of the projections of two vectors on

the y axis. (c) When the two vectors are oppositely aligned on the x axis, the current in the coil is

zero. (d) As the current reduces, both components rotate into the�y region and the sum produces a

negative magnitude. (e) Finally, the two components meet at the �y axis, which represents a field

magnitude of�2B1. At any given time the two decomposed components have the same magnitude

of B1, the same frequency of orf and are mirror image to each other

8 1 Basic Principles of NMR



the �y region and the sum produces a negative magnitude (Fig. 1.4d). Finally, the

two components meet at the �y axis, which represents a field magnitude of �2B1

(Fig. 1.4e). At any given time the two decomposed components have the same

magnitude of B1, the same frequency of orf and are mirror image to each other.

If the frequency of the rotating frame is set to orf which is close to the Larmor

frequency o0, the component of the B1 field which has orf in the laboratory frame

has null frequency in the rotating frame because of the transformation by the �orf.

The other with�orf in the laboratory frame now has an angular frequency of�2orf

after the transformation. Since the latter has a frequency far away from the Larmor

frequency it will not interfere with the NMR signals which are in the range of

kilohertz. Therefore, this component is ignored throughout the discussion unless

specifically mentioned. The former component with null frequency in the rotating

frame is used to represent the B1 field. If we regulate the frequency of the current

oscillating into the coil aso0, then setting orf to equal the Larmor frequencyo0, the

B1 field is said to be on resonance (Fig. 1.5). Since in the rotating frame the Larmor

frequency is not present in the nuclei, the effect of B0 on nuclear spins is eliminated.

The only field under consideration is the B1 field. From the earlier discussion we

know that nuclear magnetization will rotate about the applied field direction upon

its interaction with a magnetic field. Hence, whenever B1 is turned on, the bulk

magnetization will be rotated about the axis where B1 is applied in the rotating

frame. The frequency of the rotation is determined by:

o1 ¼ gB1 (1.11)

This should not be misunderstood as orf of the B1 field since orf is the field

oscillating frequency determined by changing the direction of the current passing

through the coil, which is set to be the same as or near the Larmor frequency. The

frequency orf is often called the carrier frequency or the transmitter frequency.

The frequency o1 is determined by the amplitude of the B1 field, i.e., the maximum

strength of the B1 field. By modulating the amplitude and time during which B1

Fig. 1.5 B1 field in the

laboratory frame. The bulk

magnetization M0 is the

vector sum of individual

nuclear moments which are

precessing about the static

magnetic field B0 at

the Larmor frequency o0.

When the angular frequency

orf of the B1 field is equal

to the Larmor frequency, that

is, orf¼o0, the B1 field is

on resonance
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is turned on, the bulk magnetization can be rotated to anywhere in the plane

perpendicular to the axis of the applied B1 field in the rotating frame. If B1 is turned

on, and then turned off whenM0 moves from the z axis to the xy plane, this is called
a 90� pulse. The corresponding time during which B1 is applied is called the 90�

pulse length (or the 90� pulse width), and the field amplitude is called the pulse

power. A 90� pulse length can be as short as a few microseconds and as long as a

fraction of a second. The pulse power for a hard (short) 90� pulse is usually as high
as half of a hundred watts for proton and several hundred watts for heteronuclei (all

nuclei except 1H). Because heteronuclei have lower gyromagnetic ratios than

proton, they have longer 90� pulse lengths at a given B1 field strength.

The 90� pulse length (pw90) is proportional to the B1 field strength:

n1 ¼ gB1

2p
¼ 1

4pw90

(1.12)

pw90 ¼ p
2gB1

¼ 1

4n1
(1.13)

in which n1 is the field strength in the frequency unit of hertz. A higher B1 field

produces a shorter 90� pulse. A 90� pulse of 10 ms is corresponding to a 25 kHz B1

field. Nuclei with smaller gyromagnetic ratios will require a higher B1 to generate

the same pw90 as that with larger g. When a receiver is placed on the transverse

plane of the rotating frame, NMR signals are observed from the transverse magne-

tization. The maximum signal is obtained when the bulk magnetization is in the xy
plane of the rotating frame, which is done by applying a 90� pulse. No signal is

observed when a 180� pulse is applied (Fig. 1.6).

Fig. 1.6 Vector representation of the bulk magnetization upon applying a 90� pulse and a 180�

pulse by the B1 along the x axis in the rotating frame. The maximum signal is obtained when a 90�

pulse is applied, which rotates the bulk magnetization (M0) onto the xy plane. No signal is observed
when a 180� pulse is applied, which rotates M0 to �z axis
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1.4 Bloch Equations

As we now know, the nuclei inside the magnet produce nuclear moments which

cause them to spin about the magnetic field. In addition, the interaction of the nuclei

with the magnetic field will rotate the magnetization towards the transverse plane

when the electromagnetic B1 field is applied along a transverse axis in the rotating

frame. After the pulse is turned off, the magnetization is solely under the effect of

the B0 field. How the magnetization changes with time can be described by the

Bloch equations, which are based on a simple vector model.

Questions to be addressed in the current section include the following:

1. What phenomena do the Bloch equations describe?

2. What is free induction decay?

3. What are limitations of the Bloch equations?

In the presence of the magnetic field B0, the torque produced by B0 on spins with

the angular moment m causes precession of the nuclear spins. Felix Bloch derived

simple semiclassical equations to describe the time-dependent phenomena of

nuclear spins in the static magnetic field (Bloch 1946). The torque on the bulk

magnetization, described by the change of the angular momentum as a function of

time, is given by:

T ¼ dP

dt
¼ M � B (1.14)

in which M�B is the vector product of the bulk magnetization M (the sum of m)
with the magnetic field B. Because M¼ gP (or P¼M/g) according to (1.3), the

change of magnetization with time is described by:

dM

dt
¼ gðM � BÞ (1.15)

When B is the static magnetic field B0 which is along the z axis of the laboratory
frame, the change of magnetization along the x, y, and z axes with time can be

obtained from the determinant of the vector product:

dM

dt
¼ i

dMx

dt
þ j

dMy

dt
þ k

dMz

dt
¼ g

i j k
Mx My Mz

0 0 B0

������
������ ¼ igMyB0 � jgMxB0 (1.16)

in which i, j, k are the unit vectors along the x, y, and z axes, respectively. Therefore,

dMx

dt
¼ gMyB0 (1.17)
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dMy

dt
¼ �gMxB0 (1.18)

dMz

dt
¼ 0 (1.19)

The above Bloch equations describe the time dependence of the magnetization

components under the effect of the static magnetic field B0 produced by the magnet

of an NMR spectrometer without considering any relaxation effects. The z compo-

nent of the bulk magnetization Mz is independent of time, whereas the x and y
components are decaying as a function of time and the rate of the decay is

dependent on the field strength and nuclear gyromagnetic ratio. The Bloch

equations can be represented in the rotating frame, which is related to their form

in the laboratory frame according to the following relationship:

dM

dt

� �
rot

¼ dM

dt

� �
lab

þM � o ¼ M � ðgBþ oÞ ¼ M � gBeff (1.20)

in which Beff¼B+o/g and o is the angular frequency of the rotating frame and is

the same as orf. The motion of magnetization in the rotating frame is the same as in

the laboratory frame, provided the field B is replaced by the effective field Beff.

When o¼�gB¼o0, the effective field disappears, resulting in time-independent

magnetization in the rotating frame. It is worth noting that �gB is the Larmor

frequency of the magnetization according to (1.5), whereas gB is the transformation

from the laboratory frame to the rotating frame, �orf (Sect. 1.3).

Since the bulk magnetization at equilibrium is independent of time, based on the

Bloch equations it is not an observable NMR signal. The observable NMR signals

are the time-dependent transverse magnetization. However, at equilibrium the net

xy projections of the magnetization (nuclear angular moments) are zero due to the

precession of the nuclear spins. The simple solution to this is to bring the bulk

magnetization to the xy plane by applying the B1 electromagnetic field. The

transverse magnetization generated by the B1 field (90� pulse) will not stay in the

transverse plane indefinitely; instead it decays under the interaction of the static

magnetic field B0 while precessing about the z axis and realigns along the magnetic

field direction or the z axis of the laboratory frame (Fig. 1.7). The decay of the

transverse magnetization forms the observable NMR signals detected by the

receiver in the xy plane in the rotating frame, which is called the free induction

decay, or FID.

The Bloch theory has its limitations in describing spin systems with nuclear

interactions other than chemical shift interaction, such as strong scalar coupling.

In general, the Bloch equations are applied to systems of noninteracting spin

½ nuclei. Nevertheless, it remains a very useful tool to illustrate simple NMR

experiments.
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1.5 Fourier Transformation and Its Applications in NMR

The free induction decay is the sum of many time domain signals with different

frequencies, amplitudes and phases. These time domain signals are detected and

digitized during the signal acquisition period. In order to separate the individual

signals and display them in terms of their frequencies (spectrum), the time domain

data (FID) are converted to a frequency spectrum by applying the Fourier transfor-

mation, named after the discovery by French mathematician Joseph Fourier.

Question to be addressed in this section include the following:

1. What are the properties of the Fourier transformation useful for NMR?

2. What is the relationship between excitation bandwidth and pulse length in terms

of the Fourier transformation?

3. What is quadrature detection and why is it necessary?

1.5.1 Fourier Transformation and Its Properties
Useful for NMR

The Fourier transformation describes the connection between two functions with

dependent variables such as time and frequency (o¼ 2p/t), called a Fourier pair, by
the relationship (Bracewell 1986):

FðoÞ ¼ Ftf f ðtÞg ¼
ð1

�1
f ðtÞe�iotdt (1.21)

f ðtÞ ¼ FtfFðoÞg ¼ 1

2p

ð1
�1

FðoÞeiotdo (1.22)

Fig. 1.7 Vector model representation of a one-pulse experiment. (a) The equilibrium bulk

magnetization shown in the shaded arrow is brought to y axis by a 90� pulse along the x axis.

(b) After the 90� pulse, the transverse magnetization decays back to the initial state while

precessing about the z axis. An FID is observed by quadrature detection on the transverse plane
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Although there are many methods to perform the Fourier transformation for the

NMR data, the Cooley–Tukey fast FT algorithm is commonly used to obtain NMR

spectra from FIDs combined with techniques such as maximum entropy (Sibisi

et al. 1984; Mazzeo et al. 1989; Stern and Hoch 1992) and linear prediction (Zhu

and Bax 1990; Barkhuusen et al. 1985). For NMR signals described as an exponen-

tial function (or sine and cosine pair) with a decay constant 1/T, the Fourier pair is
the FID and spectrum with the forms of:

f ðtÞ ¼ eðio0�ð1=TÞÞt (1.23)

FðoÞ ¼ Ftff ðtÞg ¼
ð1

�1
eðio0�ð1=TÞÞte�iotdt ¼ iðo0 � oÞ þ ð1=TÞ

ðo0 � oÞ2 þ ð1=T2Þ (1.24)

which indicate that the spectrum is obtained by the Fourier transformation of the

FID and the frequency signal has a Lorentzian line shape. Some important

properties of the Fourier transformation useful in NMR spectroscopy are discussed

below (Harris and Stocker 1998):

1. Linearity theorem. The Fourier transform of the sum of functions is the same as

the sum of Fourier transforms of the functions:

Ftff ðtÞ þ gðtÞg ¼ Ftff ðtÞg þ FtfgðtÞg (1.25)

This tells us that the sum of time domain data such as an FID will yield

individual frequency signals after the Fourier transformation.

2. Translation theorem. The Fourier transform of a function shifted by time t is equal
to the product of the Fourier transform of the unshifted function by a factor ofeiot:

Ftff ðtþ tÞg ¼ eiotFtff ðtÞg ¼ ei2pfFtff ðtÞg (1.26)

This states that a delay in the time function introduces a frequency-dependent

phase shift in the frequency function. A delay in the acquisition of the FID will

cause a first-order phase shift (frequency-dependent phase shift) in the

corresponding spectrum. This also allows the phase of a spectrum to be adjusted

after acquisition without altering the signal information contained in the time

domain data f(t) (FID). Themagnitude representation of the spectrum is unchanged

by spectral phasing because the integration of j expðiotÞj over all possibleo yields

unity. Similarly,

Ftff ðo� o0Þg ¼ eio0tf ðtÞ (1.27)

A frequency shift in a spectrum is equivalent to an oscillation in the time domain

with the same frequency. This allows the spectral frequency to be calibrated

after acquisition.
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3. Convolution theorem. The Fourier transform of the convolution of functions f1
and f2 is equal to the product of the Fourier transforms of f1 and f2:

Ftf f 1ðtÞ � f 2ðtÞg ¼ Ft½ f 1ðtÞ	 � Ft½f 2ðtÞ	 (1.28)

in which the convolution of two functions is defined as the time integral over the

product of one function and the other shifted function:

f 1ðtÞ � f 2ðtÞ ¼
ð1

�1
f 1ðtÞf 2ðt� tÞ dt (1.29)

Based on this theorem, desirable line shapes of frequency signals can be

obtained simply by applying a time function to the acquired FID prior to the

Fourier transformation to change the line shape of the spectral peaks, known as

apodization of the FID (see Sect. 4.9.4).

4. Scaling theorem. The Fourier transform of a function with which a scaling

transformation is carried out (t! t/c) is equal to the Fourier transform of the

original function with the transformation o! co multiplied by the absolute

value of factor c:

Ftf f ðt=cÞg ¼ jcjFðcoÞ (1.30)

According to this theorem, the narrowing of the time domain function by a

factor of c causes the broadening of its Fourier transformed function in fre-

quency domain by the same factor, and vice versa. This theorem is also known as

similarity theorem.

5. Parseval’s theorem.

ð1
�1

j f ðtÞj2dt ¼
ð1

�1
jFðnÞj2dn ¼

ð1
�1

jFðoÞj2do (1.31)

This theorem indicates that the information possessed by the signals in both time

domain and frequency domain is identical.

1.5.2 Excitation Bandwidth

In order to excite the transitions covering all possible frequencies, the excitation

bandwidth is required to be sufficiently large. This requirement is achieved by

applying short RF pulses. In certain other situations, the excitation bandwidth is
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required to be considerably narrow to excite a narrow range of resonance frequency

such as in selective excitation. The following relationships of Fourier transforma-

tion pairs are helpful in understanding the process.

A Dirac delta function d(t� t) in the time domain at t¼ t gives rise to a

spectrum with an infinitely wide frequency range and uniform intensity:

Ftfdðt� tÞg ¼
ð1

�1
dðt� tÞe�iotdt ¼ e�iot (1.32)

which produces a frequency domain function with a perfectly flat magnitude at all

frequencies because je�iotj ¼ 1. The d function can be considered as an infinitely

short pulse centered at t. This infinitely short pulse excites an infinitely

wide frequency range. When t equals zero, each frequency has the same phase.

Equation (1.32) means that in order to excite a wide frequency range, the RF pulse

must be sufficiently short. Alternatively, for selective excitation, a narrow range of

frequency is excited when a long RF pulse is used. A d function in the frequency

domain representing a resonance at frequency o0 with a unit magnitude has a flat

constant magnitude in the time domain lasting infinitely long in time:

Ftfeio0tg ¼
ð1

�1
eio0te�iotdt ¼ 2pdðo� o0Þ (1.33)

For a single resonance excitation, the RF pulse is required to be infinitely long.

In practice, the short pulses are a few microseconds, which are usually called hard

pulses, whereas the long pulses may last a few seconds, and are called selective

pulses. Shown in Fig. 1.8 are the Fourier transforms of the short and long pulses.

The bandwidth of the short pulse may cover several kilohertz and the selectivity of

a long pulse can be as narrow as several hertz. A Gaussian function is the only

function whose Fourier transformation gives another same-type (Gaussian) func-

tion (Fig. 1.8d, h):

Ftfe�ðt2=s2Þg ¼
ð1

�1
e�ðt2=s2Þe�iotdt ¼ �s

ffiffiffi
p

p
e�ðo2s2=4Þ (1.34)

A Gaussian shaped pulse will selectively excite a narrow range of frequency. The

value of s determines the selectivity of the pulse. The broadening of a Gaussian

pulse results in narrowing in the frequency domain. More details on selective

shaped pulses are discussed in Chap. 4.
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