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Introduction
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Aerodynamics of Heavy Vehicles III: Trucks, Buses and Trains” held in Potsdam,
Germany, during September 12–17, 2010 by Engineering Conferences International
(ECI). Leading scientists and engineers from industry, universities and research
laboratories, including truck and high-speed train manufacturers and operators were
brought together to discuss computer simulation and experimental techniques to be
applied for the design of more efficient trucks, buses and high-speed trains in the
future.

This conference was the third in the series after Monterey-Pacific Groove in
2002 and Lake Tahoe in 2007. The presentations address different aspects of train
aerodynamics (cross wind effects, underbody flow, tunnel aerodynamics and
aeroacoustics, experimental techniques), truck aerodynamics (drag reduction, flow
control, experimental and computational techniques) as well as computational fluid
dynamics and bluff body, wake and jet flows.

We would like to thank ECI for the organization of the conference and the
invited speakers, session chairs, organizing committee and authors for the time they
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Analysis of Flow Structures in the Wake
of a High-Speed Train

Tomas W. Muld, Gunilla Efraimsson, Dan S. Henningson, Astrid H. Herbst
and Alexander Orellano

Abstract Slipstream is the flow that a train pulls along due to the viscosity of the
fluid. In real life applications, the effect of the slipstream flow is a safety concern for
people on platform, trackside workers and objects on platforms such as baggage carts
and pushchairs. The most important region for slipstream of high-speed passanger
trains is the near wake, in which the flow is fully turbulent with a broad range
of length and time scales. In this work, the flow around the Aerodynamic Train
Model (ATM) is simulated using Detached Eddy Simulation (DES) to model the
turbulence. Different grids are used in order to prove grid converged results. In order
to compare with the results of experimental work performed at DLR on the ATM,
where a trip wire was attached to the model, it turned out to be necessary to model
this wire to have comparable results. An attempt to model the effect of the trip wire
via volume forces improved the results but we were not successful at reproducing
the full velocity profiles. The flow is analyzed by computing the POD and Koopman
modes. The structures in the flow are found to be associated with two counter rotating
vortices. A strong connection between pairs of modes is found, which is related to
the propagation of flow structures for the POD modes. Koopman modes and POD
modes are similar in the spatial structure and similarities in frequencies of the time
evolution of the structures are also found.
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4 T.W. Muld et al.

1 Introduction

In today’s society there is a trend towards an increased use of faster high-speed
trains. As the speed increases, the aerodynamic effects become more prominent, and
the safety requirements relating to aerodynamics become more difficult to fulfill.
Within Europe, the regulations that specify the safety requirements is the Technical
Specification for Interoperability (TSI). The aim is to ensure that trains from different
countries within the European Union can operate on the same track and the TSI
applies to the Trans-European Rail network.

Passengers standing on platforms waiting for trains experience at the occasion of
a passing train wind gusts induced by the train. This is caused by the fact that when
the train moves through the air it pulls some of the air with it, due to the viscosity
of the fluid. This is known as slipstream and to ensure the safety for passengers
on platforms, trackside workers, baggage carts and pushchairs, these gusts need
to be weak. Incidents in the United Kingdom between 1972 and 2005 that could
have been caused by slipstream is summarized by the Rail Safety and Standards
board in the United Kingdom in [6]. In [6], it is reported that there were 4 incidents
involving passengers or staff in platforms, 2 incidents involving trackside workers
and 13 incidents involving pushchairs. As an example, one child sustained minor
head injuries when the pushchair containing the child was affected by the slipstream
of a passing passenger train. The TSI states that a train travelling at 200km/h should
not cause wind gusts of above 15.5m/s at 1.2m above platforms at a distance 3.0m
from the center of the track.On open tracks the slipstreamvelocities for trains running
at 190–249km/h should not exceed 20.0m/s at 0.2m above top of rail (TOR) and
3.0m from the center of the track, see [1].

A summary of different experimental work that have performed measurements
slipstream is presented in [20]. In addition, 4 regions of the flow around the train
were identified, Upstream/nose, Boundary layer, Near wake and Far wake region. In
[20] it was observed that the largest slipstream velocities occured in different regions
depending on the type of train. For freight trains, the rapid growth of the boundary
layer causes high velocities as the train passes, region (2), while for high-speed trains
the highest slipstream velocities occur in the near wake, region (3). A schematic view
of the different regions and the flow is presented in Fig. 1.

In order to resolve the fluctuations of the slipstream velocities, a time-accurate
approach has to be considered for numerical simulation. Such a method is Detached-
Eddy simulations (DES), [19], which is the method used throughout this work. DES
is a hybrid LES/RANSmethod that behaves like a Reynolds-AveragedNavier-Stokes
(RANS)method close towalls and uses Large Eddy Simulation (LES) far fromwalls.
Examples of numerical work on trains are for instance [5, 7], where DES and LES,
respectively, is used to investigate crosswind.

The objective of this paper is to evaluate two different mode decomposition tech-
niques to enable future studies of wake flows behind high-speed trains. First, results
are compared for different resolutions of the grid in order to verify the numerical
work. The flow in the wake of the ATM are then analyzed using two different tech-
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Fig. 1 The different flow
regions around a high-speed
train

niques of decomposing the flow into modes, Proper Orthogonal Decomposition [8]
and Koopman mode decomposition [13], respectively. This is done to enhance the
understanding of the flow structures behind the train, which are important for slip-
stream of high-speed trains. In order to compare the flow results with experimental
data, attempt to model a trip wire, that was present in the experimental setup, was
presued. This study is presented in Appendix A.

2 Problem Description

The simulated geometry consists of a train, ground and a platform. The train model
considered is theATMwith 4 cars. The simulated geometry in this paper also includes
simple bogies and 9 car gaps and is shown in Fig. 2. There are more car gaps than cars
in order to simulate a long train. For numerical stability the wheels in the bogies is
covered with shoes, both between body-wheel and ground-wheel. Without the shoes
there would be a small gap between the wheels and the car body that would require
very small cell sizes as well as very skewed cells between the wheels and the ground.

The results of the numerical study are compared to the results of experimentalwork
performed at German Aerospace Centre (DLR). These experiments were performed
in a water towing tank, in which the train model (scale 1:50) was mounted upside
down and dragged trough the water. The ground and the platform were stationary,
while the train was moving. The velocities around the train were measured with
Particle Image Velocimetry (PIV) in a horizontal (xy-) plane at z = 0.4 dh above the
platform. The geometrical setup in the numerical simulation is made to match this
experimental setup.

Fig. 2 Picture of the front half of the train model
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The characteristic length scale for ATM is the hydraulic diameter dh , which is 3m
for a full scale train or 0.06m in 1:50 scale. The free stream velocityUinf = 15 m/s is
chosen as the characteristic velocity scale. It is useful to define a characteristic time
scale Tre f = dh

Uinf
≈ 0.004 s which is used as the characteristic time scale throughout

the paper.

3 Numerical Setup

The finite-volume code Star-CD v4 from CD-adapco is used to compute the flow
field as described by the incompressible Navier-Stokes equations.

The turbulence model used in all flow simulations presented is DES based on the
Spalart-Allmaras (SA) one-equation RANS models, here denoted DES-SA.

In DES-SA the distance to the wall, d, in the SA turbulence model is replaced by
the modified wall distance d̃ , which is defined as

d̃ = min(CDE SΔ, d), Δ = max(Δx,Δy,Δz). (1)

Here CDE S is a model constant and Δ corresponds to a filter length in DES, which
depends on the grid spacing in each spatial direction.

In [18] a modification to DES-SA, Delayed DES (DDES), was introduced. This
modification is done to ensure that themodel acts like a RANSmodel in the boundary
layer with any size of the grid cells. The modification is that d̃ is altered as

d̃ = d − fdmax(0, d − CDE SΔ) (2)

where fd is called a shielding function, which has the purpose of shielding the model
to act in LES mode inside the boundary layer. The function is designed to be 1 in the
LES region and 0 in the rest of the domain.

Three trim-hexa grids were used, denoted Coarse, Medium and Fine Mesh (CM,
MM, FM), which were created in Star-CCM+ v3 from CD-adapco. The grids consist
of 5 prism layers, with a y+ of about 1.0, x+ and z+ about 600, and 6 different
refinements zones. The grids have the same topology but have different reference
sizes, where the reference size is the length of the cells in far region. For the trim-
hexa grids, this implies that all cells outside the prismlayers scale with the reference
length. The ratio between the reference length for CM and FM is

√
2, as suggested

by [17] to be a significant difference in size. The wall-normal spacing of the prism
layers are not altered between the grids. The total amount of cells are 11, 20 and 28
million cells for CM, MM and FM respectively. A schematic view of the refinement
zones and some close up of the grid is shown in Fig. 3.

The numerical scheme used for the convective terms in the Navier-Stokes Equa-
tion, is the Monotone advection and reconstruction scheme (MARS), which is a
second order accurate scheme available in Star-CD. This is a TVD scheme in which
a compression parameter is included, which the user can vary between 0 and 1.
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Fig. 3 Grid refinement zones (upper figure) and grid close to the rear of the train (lower figures)

A higher value increases the sharpness of the solution but the tradeoff is slower con-
vergence. The value of the compression parameter in the computations presented in
this paper is set to 0.9, in order to have a high sharpness of the solution but avoide
problems with dispersion.

In general, DES simulations are performed using the blended scheme, recom-
mended by [21] in order to reduce the amount of numerical dissipation in the LES-
regions. However, when tested on the current test case and grid topology spurious
fluctuations appeared close to the interface between refinement zones. It is unclear
whether this is due to the solver used, or an inherent feature of the scheme. Oscilla-
tions close to interfaces between refinement zones were also found when using the
pure central difference scheme. DES-simulations of a train geometry using MARS
are presented in [5], where satisfactory results were found.

At the inlet a Dirichlet boundary condition is applied with constant velocity Uin f

in the streamwise direction. In the experiments the trainmodel is moving into station-
ary flow, however the fluid is still affected from the last run, which means that some
turbulence is still present. The turbulent intensity (T I ) is estimated to T I = 0.3%
from the experimental results. The turbulent length scale (LT ) at the inlet was esti-
mated from [2] for low turbulence to LT = 0.1dh . These are different than the values
used in [12]. At the outlet the pressure is prescribed to constant zero gauge pressure.
The velocity tangential to the wall is set 0 and the normal component is extrapolated.
There are both stationary and moving wall boundary conditions. Stationary wall is
applied at the surface of the train, including bogies, wheels and intercar gaps, while
moving wall is applied at the ground, platform and water tank walls. The moving
walls are moving at a constant speed of Uin f . No-slip is applied at the impermeable
wall boundaries, which means that all velocity components are zero at the wall, via
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a hybrid wall approach, which blends a low- and high-Re treatment depending on
the y+ value [15]. Since the grid resolves the wall boundaries with y+ ≈ 1, low-Re
treatment is expected in most of the domain.

4 Mode Decomposition

In this section we introduce the different mode decomposition techniques applied in
this work: the Proper Orthogonal Decomposition and Koopman mode decomposi-
tion, respectively.

POD was originally proposed by Lumley, [8], as a way to extract coherent struc-
tures in turbulent flows. For a complete derivation of the methodology, see [3] or
[9]. The basic principle for Proper Orthogonal Decomposition (POD) is to find a set
of basis functions σi and coefficients a that decomposes the velocity field ui (x j , t)
such that

ui (x j , t) ≈
NM∑

n

an(t)σ n
i (x j ). (3)

Here, NM is the number of modes. In POD, the minimizing problem,

min
a,σ

I, where I =
∫

T

∫ ∫ ∫

�

(
ui (x j , t) −

NM∑

n

an(t)σ n
i (x j )

)2

d�dt (4)

is solved. The characteristics of POD is therefore a maximization of the energy in
the lowest modes and that the modes are orthogonal. Thereafter, variational analysis
yields an integral eigenvalue problem. This eigenvalue problem is discretized and the
integrals are approximated by sums. If the discretized values are arranged into matri-
ces the sums can be written as matrix operation. Rewriting, the resulting eigenvalue
problem becomes

�A = C A, C = 1

NT
UTWU. (5)

whereC is the temporal correlationmatrix. ThematricesA,U andW contain the time
coefficients, velocity components and volume of each point in the discretized volume,
respectively. Solving the eigenvalue problem in Eq. (5) gives the time coefficients,
which can then be used to calculate the basis functions.

Koopman mode decomposition [13] decomposes the flow field in a different way
than POD. Here the modes are decomposed by the frequency of the motion of each
flow structure. Koopman mode decomposition has only recently been introduced in
fluidmechanics studies. One first study is presented in [13], where a jet in crossflow is
analyzed using Koopman mode decomposition and POD. For a detailed description
of Koopman modes, we refer to [13, 16].
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To introduce the methodology, consider a discrete dynamical system

uk+1 = f(uk), (6)

where the function f shifts the velocity field uk from one time step to the next. The
Koopman operator (U ) is defined as a linear operator such that

Ug(uk) = g(f(uk)), (7)

where g is a scalar valued function. In the following, g, is called an observable,
and can be any quantity of interest in the flow. The Koopman operator is hence the
operator that shifts any scalar function forward in time.We denote the eigenvalues of
U by λi and the eigenvectors ϕi , i =1,2,... Let g denote any vector observable of the
initial flow field u1. As an example g can be the force on an object in the flow. In [10]
it is shown that g can be expanded in the eigenvectors of the Koopman operator as

g(u1) =
∞∑

j=1

ϕ j (u1)v j (8)

where v j is the j-th vector valued expansion coefficients. In a similar manner, the
observables at all time instances can be expanded into the same Koopman eigenvec-
tors as for the initial step, since

g(uk+1) = U kg(u1) = U k
∞∑

j=1

ϕ j (u1)v j =
∞∑

j=1

λk
jϕ j (u1)v j (9)

Thismeans that the infinite velocitymatrixU∞,U∞ = [u1 u2 ...], can be represented
in terms of the same Koopman modes as in (8), that is

U∞ = �S, � = [
ϕ1(u1)v1 ϕ2(u1)v2 . . .

]
, S =

⎡

⎢⎣
1 λ1 λ21 · · ·
1 λ2 λ22 · · ·
...

...
. . .

⎤

⎥⎦ ,

(10)
Note that S is a so called Vandermonde matrix. The eigenvalues of the Koopman
operator hence describe the time development of each Koopman mode. Again, the
modes can be described as characteristic flow structures. This means that the entire
flow can be described by the Koopman modes and the eigenvalues of the Koopman
operator.

The algorithm, also referred to as Dynamic Mode Decomposition (DMD), to
compute theKoopmanmodes for the finite dimensional velocitymatrixU is based the
Arnoldimethod presented in [14],which gives the basis to calculate an approximation
of the modes. The algorithm can be found in [13] or [16].
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5 Results

5.1 Velocity Profiles

The results of velocity profiles are shown in the horizontal plane z = 0.4 dh above
the platform, which is the height specified in the TSI, as discussed in Sect. 1. In
addition, this height was chosen since the experimental results were only avail-
able at this height. For the comparison to experimental data, the reference frame of
the numerical results is changed to the reference frame of the experiments. Also,
the experimental data only contains two velocity components in the PIV plane. The
results are therefore presented in terms of a 2-D velocity magnitude in a ground fixed
reference frame. This velocity magnitude is computed from the numerical data as

‖ U ‖=
√

(U∞ − UC F D)2 + V 2
C F D .

First, the results for the three different grids, CM, MM and FM are presented and
compared. Most emphasis is put into the comparison of the mean velocity profiles.
Comparisons of turbulent quantities between different mesh resolutions for LES type
solutions are not straightforward, since finer meshes resolve more of the turbulent
quantities. The mean velocity and rms velocity as a function of the streamwise
direction along the side of train are shown in Fig. 4, at 0.75dh from the centerline.
The results for the two finest grids are very similar, deviating just after the front and
close to the rear of the train. The levels of rms velocity seem to be very similar for
the grids FM and MM.

The interesting region for slipstream is the wake behind the vehicle. The velocity
profiles in this region for the different grids are shown in Fig. 5. Figure5 show the
mean velocity as a function of streamwise position at two different spanwise posi-
tions. Close to the train, all three grids yield similar results, but further downstream
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Fig. 4 Mean velocity and urms on the side of the train with different grids
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Fig. 5 Mean velocity and urms in the wake of the train with different grids as a function of
streamwise position

the results with the coarse mesh starts to deviate, but the two fine grids show a good
agreement along the whole curve, in particular for the mean velocity. The conclusion
is therefore that the MM is fine enough and the solution on this grid is decomposed
into modes in Sect. 5.2.

5.2 Mode Decomposition

The POD andKoopmanmodes, respectively are calculated in a subsection of the flow
domain. Since the velocity field for all the cells within the decomposition volume
has to be stored for the sampled snapshots there is a limitation in amount of cells that
can be used. This volume is chosen so that it contain large portions of the near wake
region, which is of interest for the slipstream phenomenon. The volume is identified
by investigating the instantaneous and rms velocities. The geometric extent of the
volume is 8.97dh × 4dh × 1.83dh and it contains approximately 9.1 million cells,
which is almost half of total amount of cells. Part of the volume would contain the
last bogie, but since the complicated flow inside the bogie is not directly of interest
this part is removed from the domain. Pictures of the instantaneous and rms velocities
of the flow field in the region is shown in Fig. 6.

Computing different sets of POD modes using different total sampling times, TA,
and comparing the different sets can be used to investigate convergence as a function
of TA. To compare the different set and to measure the difference the scalar product
and L2-norm of the difference between the sets is computed. The error represents
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Fig. 6 Instantaneous velocity and urms behind the train in the volume where mode decomposition
is performed
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Fig. 7 Convergence of the POD modes as a function of TA

how much the difference the set of modes are from the set of modes computed with
the longest TA. The errors, εOrth and εL2, are defined as

εOrth =
∫ ∫ ∫

�

σ
m,1
i σ

m,2
i d�, εL2 = ‖σm,1

i − σ
m,2
i ‖2, (11)

where 1 and 2 are the different sets of computed modes and m is the number of
the mode and i is the coordinate direction. The results for the convergence is then
showed in Fig. 7. The first 8 modes have converged after TA = 400 Tre f . From the
convergence plot a strong connection between pair of modes can be observed. The
convergence of for instance mode 4 follows the convergence of mode 5, which would
suggest that these two modes are connected.

The basis functions of the POD modes are shown in Fig. 8, where isosurfaces
of positive and negative velocity is shown. The POD mode 1 is the mean flow and
the higher modes represent disturbances around this mean. The zero isosurface of
streamwise velocity is shown, which shows the intersection between forward and
recirculating flow. From the v- and w-component the mean stucture in the wake can
be found to be the two counter rotating vortices. Mode 2 and higher are then the flow
structures that are related to the perturbation to the counter rotating vortices in the
wake. The connection between adjacentmodes thatwas found in the convergence plot
is confirmed in the plots for the basis functions.Modes 2–3 and 4–5 showvery similar
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U V W

Fig. 8 Isosurfaces of spatial POD modes 1–4

patterns, only with an offset in the streamwise direction. It can be demonstrated that
two POD modes, which only differ in phase lag, together represent a propagation of
a flow structure.

Similar spatial structures as in the POD modes are found in the Koopman modes,
shown in Fig. 9, as they are also dominated by the counter rotating vortices. Mode 1
should per definition be the same as POD mode 1, since the first mode is the mean
flow for both methods. For the fluctuating modes the spatial structures in Koopman
mode 2, are very similar to those in POD modes 2 and 3. Also the structures in
Koopman mode 4 are similar to those in POD mode 4 and 5. However the Koopman
modes are not as smooth as the POD modes. If this is due to that Koopman mode
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U V W

Fig. 9 Isosurfaces of spatial Koopman modes 1–4

decomposition need more snapshots to converge or if it is a inherent property of
Koopman modes is at the moment not clear.

To compare the modes extracted by the different decomposition methodologies
the frequencies of time coefficients of the POD are compared to the frequencies of
the Koopman modes. The frequencies for the POD modes 2-4 and the full spectrum
of all Koopman modes are plotted in Fig. 10. For the Koopman mode decomposition
the dominant mode has frequency around St=0.08. POD modes 2 and 3 have very
similar frequency spectrum and have a peak close to St=0.08. This is consistent with
that the spatial modes of the two decomposition methods look similar. This is also



Analysis of Flow Structures in the Wake … 15

0 0.2 0.4
0

0.2

0.4

0.6

0.8

1

St

N
or

m
al

iz
ed

 a
m

pl
itu

de

0 0.2 0.4
0

0.2

0.4

0.6

0.8

1

St

0 0.2 0.4
0

0.2

0.4

0.6

0.8

1

St

Fig. 10 Spectrum of individual POD modes (left mode 2, middle mode 3, right mode 4) compared
to frequencies of all Koopman modes. Each spectrum is normalized by its highest amplitude

true for POD mode 4, which excite higher frequencies in a broad range, including
the frequency of Koopman mode 4 that has similar spatial structures.

6 Conclusions

The flow around the Aerodynamic Train Model has been investigated, with a special
focus on thewakeflow.Grid convergence is proven by comparing velocity profiles for
different resolutions of the mesh, where the results for the medium and fine meshes
showed little discrepancy, while the results for the coarse mesh did not match the
other profiles.

The computed flow is decomposed into POD and Koopman modes. The conver-
gence of the PODmodes is investiged by comparing the modes for different numbers
of snapshots. From the convergence of the modes and by looking at the basis func-
tions, a strong symmetry in the structures of consecutive modes is found. A further
example of the symmetry between the modes is identified from the frequencies of the
time coefficients of the POD modes. Modes 2 and 3 are found to have very similar
spectral content. Thesemodes are connected to the convection of a flow structure. The
first mode demonstrated the presence of two counter rotating vortices and the other
modes are perturbations around this mean structure. The Koopman spatial modes
show the same type of flow structures as the POD modes. The dominant Koopman
mode has frequencies around St=0.08. The decomposed modes give insight into the
flow structures that dominate the wake and further research is needed to identify the
behavior and origin of these flow structures.
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Appendix A: Trip Forcing

In [12] numerical and experimental results are compared for the ATM. The velocity
profiles were considered to show a good agreement, except alongside the train. This
was considered a promising first comparison, but the difference on the side of train
implied that further investigation was needed. It was found that the reason for the
difference in results in this region was caused by the installation of a trip wire in the
experimental model. This trip wire is located on the middle of the first car and it is
exactly at this position that the experimental and numerical results start to deviate.
This lead to the conclusion that the trip wire was important for the flow and that it had
to be included in the simulation. Including the trip wire geometrically and resolving
the flow around it in the simulation could be very troublesome and computationally
demanding. An approach to model the effect of the wire is investigated instead.

Method

The trip forcing model applied in this work is based on the trip forcing presented in
[4]. In [4], the flow over a flat wall is considered hence, the y-coordinate is in the
wall normal direction. The trip forcing in [4] is modeled via FS = (0, F2, 0), where

F2 = exp
(
{x − tx0/txsc}2 − {

y/tysc
}2)

f (z, t) (12)

with
f (z, t) = tamps g(z) + tampt

(
(1 − b(t)) hi (z) + b(t)hi+1(z)

)
(13)

i = int (t/tdt ), b(t) = 3p2 − 2p3, p = t/tdt − i. (14)

The functions g(z) and hi (z) are Fourier series with Nzt random frequencies,
corresponding to steady and transient forcing respectively. Linked together with the
Fourier series are the amplitudes tamps and tampt , s for steady and t for transient.
The function b(t) is included in order for the forcing to be continuous in time. The
constant tx0 is the position of the trip forcing (the wall normal position is y = 0)
and txsc and tysc is the width of the Gaussian function in spanwise and wall normal
direction. The variable tdt is the interval between different transient Fourier series for
the trip. In this work, we used Nzt = 10, tamps = tampt , tx0 = 0.1713, txsc = 0.04,
tysc = 0.005 and tdt = 0.0005

The original formulation is valid for a flat plate. For simplicity, the curved surface
of the train is considered as locally flat, where the y-coordinate is changed to the
distance to the wall and z direction is considered to be along the curved surface. For
any given point in the fluid, the distance to all the surface points are computed and
minimized, in order to find the wall position closest to that cell. The vector from the
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point to the closest surface point is considered the normal direction and using F2 from
Eq. (12) the forcing in the cartesian coordinate system becomes Fy = F2 × cos(θ)

and Fz = F2 × sin(θ), where Fy and Fz is the forcing term in the coordinate system
of the train, and θ angle between the vector, of the point and the closest surface point,
and the y-direction.

Results

The amplitudes of the forcing (tamps and tampt ) are found to be important parameters.
Too small amplitudes do not affect the flow significantly while too high amplitudes
create a jet from the position of the trip forcing yielding too large impact on the flow
on the side of the train. Different amplitudes are tested in order to find an optimum.
Amplitudes that are very high or very low can be disregarded only by looking at
the instantaneous flow. For these extreme values of the amplitudes, the simulation is
stopped before the averaging starts and the results are not presented.

Even tough the results including a trip forcing show a large improvement in
the region along side the train, no convergence towards the experimental data were
found. There are two regions of the flow where the simulated results does not match
experimental results. These two regions are directly after the location of the trip wire
(≈ −30dh) and towards the end ([≈ −20dh,−5dh]) where the velocity seem to be
more or less constant with spanwise position. A higher amplitude of the trip forcing
match the data just downstream of the trip wire but causes an overprediction of the
velocity in the second region. A lower amplitude would give a good estimate towards
the rear of the train, but underpredict the velocity close the tripwire. In addition, trying
to match the urms values is even more challenging. Results for different amplitudes
are shown in Fig. 11. The black vertical line represents the position of the trip wire. In
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this study only the amplitudes are varied. Changing more parameters of the volume
forcing would increase the computational cost extensivly. From the results in this
section, we conclude that the the trip wire is needed in the numerical simulation in
order to compare to experimental results and that the volume forcing improves the
results but was unsuccessful to reproduce the experimental results.
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Experimental Investigation of the Flow Field
Underneath a Generic High-Speed Train
and the Effects of Ground
and Train Roughness

Mattias Jönsson and Sigfried Loose

Abstract Results obtained from two component Particle Image Velocimetry (PIV)
measurements on three different 1:50 generic high-speed train configurations hauled
through a water towing tank over a smooth (Plexiglas) and a rough (grinding belt)
ground at a speed of 4m/s are presented. Principally, the three different generic high-
speed train configurations are based on the same model (front car, two cars and tail
car). The smooth generic high-speed train configuration (smooth GHSTC) reflects
no bogies and covers the bogie cut outs and inter car gaps, the rough generic high-
speed train configuration (rough GHSTC) is obtained by removing the bogies and
leave the bogie cut outs and inter car gaps open and for the generic high-speed train
configuration (GHSTC) the bogies are not removed but the inter car gaps are left open.
A PIV set-up was chosen that the light sheet defines a vertical plane (XZ) between
the ground and the train in the symmetry line of the train. Comparing the PIV results
obtained for theGHSTCwith full scalemeasurements, itwas found that the sameflow
structures develop in the vicinity of the head and the tail of the train. But, themeasured
underfloor U-velocity of the downscaledmodelmeasurements did not reach the same
value as those measured for the full scale high-speed train. The reason which is
ascribed to the better aerodynamic underframe of the train model in the downscaled
model measurements. The flow field underneath the GHSTC was fully developed
at the beginning of the second car, in agreement to the full scale measurements.
For the three train configurations three different flow fields underneath the train were
obtained. The lowest velocitieswere found for the smoothGHSTCand the highest for
the rough GHSTC. Further, the ground roughness changed the flow fields underneath
the different train configurations.
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1 Introduction

Ballast projection which is also known as ballast flight takes place whenever one or
more stones start to move or fly underneath the train. The flying stones can damage
the underframe equipment of the train. They can also damage trackside objects
when the ballasts are reflected to the side. Ballast projection has been considered
as a problem in train aerodynamics since the 1980s. Back then it was correlated
with snow and ice accumulation on the train underframe and it’s dropping during
travel. This problem could be minimized e.g. by lowering the ballast [9]. Since the
beginning of the 21st century ballast projection incidents were reported also in the
absence of winter conditions [1]. This indicated that the aerodynamic loads induced
by high-speed trains are high enough to move the ballasts on the track bed [7]. To
gain more knowledge regarding this observation many interesting studies were made
within the DeuFraKo project [5], which included a full scale measurement [2]. The
full scale measurement techniques used have been installed in the track bed. They
have to be below Top Of Rail (TOR) for security reasons. Therefore it was only
possible to measure aerodynamic loads and the flow field between the ground and
TOR. To investigate the entire gap between the ground and the train, two component
Particle Image Velocimetry (PIV) [4] was conducted in the water towing tank at DLR
Göttingen. The obtained results are discussed below.

2 Experimental Setup

2.1 Water Towing Tank Göttingen

The PIV measurements which are presented in this paper were all conducted in the
water towing tank at DLR Göttingen. The water towing tank is 18m long open steel
tank with a cross-section of 1.1× 1.1m equipped with thick glass windows allowing
the use of optical measurement techniques and flow visualization, see Fig. 1. The
moving model rig is hauled with the help of a steel cable and an electrical motor
(installed outside the tank) and travels on two rails installed on the upper edges of
the tank. For the presented results a rig speed of 4m/s was used, which corresponds
to a Reynolds number of approximately 0.24Mio based on the reference length of
0.06m of the model and the kinematic viscosity of water [6]. The 1:50 train model
configuration (front car, two cars and tail car) is mounted on the moving model rig
with the help of eight NACA profiles, i.e. two NACA profiles per car. The NACA
profiles press the train model into the water. The NACA profiles were chosen in a
way that they minimize the influence of the mounting on the flow field. They were
mounted on the roof to avoid disturbing the flow field underneath the train model.
The effects of the NACA profiles on the flow field underneath the train model can
not completely be neglected but they are considered as very small. For the correct
train ground simulation a ground plate was installed into the tank. The ground plate


