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Preface

This book evolved from a series of Ph.D. seminars presented to students both at
Tsinghua University in Beijing and at the University of Illinois—Chicago. My lec-
tures, in turn, grew out of my earlier investigation into sampling requirements in the
sort of latent variable structural models that are prominent in social science fields
like psychology, marketing, and information systems. In pursuit of my research,
I discovered an academic domain steeped in mythologies and ambiguities, many
that seem to have arisen during the fierce academic battles surrounding the Cowles
Commission and Economics faculty at the University of Chicago in the 1940s. My
home base in Chicago provided a unique opportunity to track down some of the
original materials surrounding these debates. In the process, I gained an apprecia-
tion for the conflicting claims made by Cowles’ systems of regression researchers,
in contrast to those asserted by the isolated clique of Nordic researchers who single-
handedly created the PLS path analysis and LISREL methodologies. The Cowles
Commission ultimately prevailed in mainstream statistics and econometrics, but the
Nordic approaches survived, and indeed thrived, in less rigorous arenas. This book
surveys the full range of available structural equation modeling path analysis meth-
odologies, from their early development in genetics to their current merging into
network analysis tools. Applications of path analysis with structural equation mod-
els have steadily expanded over a broad range of disciplines—especially in the
social sciences where many if not most key concepts are not directly observable,
and the latent variable characteristics of these methods are especially desirable. This
is the first book to extensively review the historical underpinnings that have defined
the applications, methods, and assumptions invoked in each competing approach to
estimation. History matters in understanding why particular academic disciplines
have clustered around one or the other of these competing approaches. Knowing the
background of PLS path analysis or LISREL is essential to understanding their
strengths and weaknesses. The ability to accommodate unobservable theory con-
structs through latent variables has in particular grown with the expansion of the
social sciences in universities. Latent variable constructs are fully explained here,
and new methods are presented for extending their power. New techniques for path



vi Preface

analysis are surveyed along with guidelines for data preparation, sample size calcu-
lation, and the special treatment of Likert scale data. Tables of software, methodolo-
gies, and fit statistics provide a concise reference for any research program, helping
assure that its conclusions are defensible and publishable. It is my hope that both
scholars and students will find this book an accessible and essential companion to
their research.

Chicago, IL, USA J. Christopher Westland
February 2015
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Chapter 1

An Introduction to Structural Equation
Models

The past two decades have witnessed a remarkable acceleration of interest in structural
equation modeling (SEM) methods in many areas of research. In the social sciences,
researchers often distinguish SEM approaches from more powerful systems of
regression equation approaches by the inclusion of unobservable constructs (called
latent variables in the SEM vernacular), and by the use of computationally intensive
iterative searches for coefficients that fit the data. The expansion of statistical analy-
sis to encompass unmeasurable constructs using SEM, canonical correlation, Likert
scale quantification, principal components, and factor analysis has vastly extended
the scope and relevance of the social sciences over the past century. Subjects that
were previously the realm of abstract argumentation have been transported into the
mainstream of scientific research.

The products of SEM statistical analysis algorithms fall into three groups: (1)
pairwise canonical correlations between pairs of prespecified latent variables com-
puted from observable data (from the so-called partial least squares path analysis, or
PLS-PA approaches); (2) multivariate canonical correlation matrices for prespeci-
fied networks of latent variables computed from observable data (from a group of
computer-intensive search algorithms originating with Karl Joreskog); and (3) sys-
tems of regression approaches that fit data to networks of observable variables. A
fourth approach is fast emerging with the introduction of powerful new social net-
work analysis tools. These allow both visualization and network-specific statistics
that draw on an old and rich literature in graph theory and physical network effects.

Most of the PLS-PA algorithms are variations on an incompletely documented
software package released in 1980 (Lohmoller, 1988, 1989) and some even use this
40-year-old Fortran code unmodified inside a customized user interface wrapper. To
make matters worse PLS-PA is a misnomer—something its inventor Herman Wold
tried unsuccessfully to correct—and is unrelated to Wold’s (1973) partial least
squares regression methods, instead being a variation on Wold’s (1966, 1975)
canonical correlation methods.

Two different covariance structure algorithms are widely used: (1) LISREL (an
acronym for LInear Structural RELations) (K. G. Joreskog, 1970, 1993; Joreskog &

© Springer International Publishing Switzerland 2015 1
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Sorbom, 1982; Joreskog & Van Thillo, 1972; Joreskog, Sorbom, & Magidson,
1979) and the AMOS (Analysis of Moment Structures) (Fox 2002, 2006; McArdle,
1988; McArdle & Epstein, 1987; McArdle & Hamagami, 1996, 2001). Variations
on these algorithms have been implemented in EQS, TETRAD, and other
packages.

Methods in systems of equation modeling and social network analytics are not as
familiar in the social sciences as the first two methods, but offer comparatively more
analytical power. Accessible and comprehensive tools for these additional
approaches are covered in this book, as are research approaches to take advantage
of the additional explanatory power that these approaches offer to social science
research.

The breadth of application of SEM methods has been expanding, with SEM
increasingly applied to exploratory, confirmatory, and predictive analysis through a
variety of ad hoc topics and models. SEM is particularly useful in the social sci-
ences where many if not most key concepts are not directly observable, and models
that inherently estimate latent variables are desirable. Because many key concepts
in the social sciences are inherently latent, questions of construct validity and meth-
odological soundness take on a particular urgency. The popularity of SEM path
analysis methods in the social sciences in one sense reflects a more holistic, and less
blatantly causal, interpretation of many real-world phenomena than is found in the
natural sciences. Direction in the directed network models of SEM arises from pre-
sumed cause-effect assumptions made about reality. Social interactions and artifacts
are often epiphenomena—secondary phenomena that are difficult to directly link to
causal factors. An example of a physiological epiphenomenon is, for example, time
to complete a 100-m sprint. [ may be able to improve my sprint speed from 12 to 11
s—but I will have difficulty attributing that improvement to any direct causal fac-
tors, like diet, attitude, and weather. The 1-s improvement in sprint time is an epi-
phenomenon—the holistic product of interaction of many individual factors. Such
epiphenomena lie at the core of many sociological and psychological theories, and
yet are impossible to measure directly. SEM provides one pathway to quantify con-
cepts and theories that previously had only existed in the realm of ideological
disputations.

To this day, methodologies for assessing suitable sample size requirements are a
worrisome question in SEM-based studies. The number of degrees of freedom in
structural model estimation increases with the number of potential combinations of
latent variables, while the information supplied in estimating increases with the
number of measured parameters (i.e., indicators) times the number of observations
(i.e., the sample size)—both are nonlinear in model parameters. This should imply
that requisite sample size is not a linear function solely of indicator count, even
though such heuristics are widely invoked in justifying SEM sample size. Monte Carlo
simulation in this field has lent support to the nonlinearity of sample size require-
ments. Sample size formulas for SEM are provided in the latter part of this book,
along with assessments of existing rules of thumb. Contrary to much of the conven-
tional wisdom, sample size for a particular model is constant across methods—
PLS-PA, LISREL, and systems of regression approaches all require similar sample
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sizes when similar models are tested at similar power and significance levels. None
of these methods generates information that is not in the sample, though at the
margin particular methods may more efficiently use sample information in specific
situations.

1.1 The Problem Domains of Structural Equation Models

Many real-world phenomena involve networks of theoretical constructs of interest
to both the natural and social sciences. Structural equation modeling has evolved to
help specify real-world network models to fit observations to theory. Early
approaches lacked the computational power to do little more that trace out pathways
along the networks under study. These so-called path models were initially applied
in the natural sciences to map networks of heritable genetic traits: constructs such
as black hair, long ears, and so forth in laboratory animals, with relationship links
defined by ancestry. This early research was directed towards developing useful
models of inheritance from straightforward observation, without the benefit of pre-
existing theories. In case a model did not at first fit the data, researchers had easy
access to additional observations that theoretically could be replicated without end,
simply by breeding another generation.

Quantification of the social sciences during the mid-twentieth century demanded
statistical methods that could assess the abstract and often unobservable constructs
inherent in these softer research areas. Many social science observations, e.g., a year
of economic performance in the US economy, could never be repeated or replicated.
Data was the product of quasi-experiments: non-replicable, with potential biases
controlled via expanded scope rather than replication of the experiment. Early work
empirically tested pairwise relationships between soft constructs using canonical
correlations (Hotelling, 1936). Structural equation methods for the social sciences
grew out of the empirical quantification of social research constructs, with pioneer-
ing work by Rensis Likert in psychology, politics, and sociology (R. Likert, 1932;
Rensis Likert, Roslow, & Murphy, 1934; Quasha & Likert, 1937), Edward Deming
(Stephan, Deming, & Hansen, 1940) in national census statistics and Lee Cronbach
in education (Cronbach & Meehl, 1955). Pursuit of network models in the social
sciences fostered the development of SEM models paralleling economic’s systems
of regression approaches, but supporting the empirical assessment of networks of
unobservable constructs. These SEM approaches (PLS-PA and LISREL) evolved in
the social sciences from statistical methods in canonical correlation, and were
designed to fit data to networks of unobservable constructs. Herman Wold (1966,
1973, 1974, 1975) and his student, former high school teacher Karl Joreskog (K. G.
Joreskog & Van Thillo, 1972), were focused on hypothesis testing simple theories
about the structural relationships between unobservable quantities in social sci-
ences. Applications started with economics, but found greater usefulness in measur-
ing unobservable model constructs such as intelligence, trust, value, and so forth in
psychology, sociology, and consumer sentiment. These approaches remain popular
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today, as many central questions in the social sciences involve networks of abstract
ideas that are often hard to measure directly.

Studies in economics and finance were less inclined towards abstractions, rather
were challenged with the analysis and understanding of masses of dollar-
denominated financial data. In this more tangible world, systems of regression mod-
els borrowed heavily from methods for analysis of transportation networks. These
were employed to expand and extend existing linear regression modeling approaches
(which themselves had been coopted from the astronomers). Systems of regression
equation approaches pioneered by Tjalling Koopmans (1951, 1957, 1963) were
designed to prove or disprove theories about the structural relationships between
economic measurements. Because regression fits actual observations rather than
abstract concepts, they are able to provide a wealth of goodness-of-fit information
to assess the quality of the theoretical models tested. Wold and Jéreskog’s methods
provide goodness-of-fit information that in comparison is sparse, unreliable, and
difficult to interpret.

Over the past two decades, many computer-intensive approaches have been
developed to specify network models from data and to simulate observed behavior
of real-world networks. Social network analysis extends graph theory into empirical
studies. It takes observations (e.g., Wright’s genetic traits) and classifies them as
“nodes” (also called “vertices”). It infers relationships, called “edges” or “links”
between these nodes from real-world observations. Social networks reflect social
relationships in terms of individuals (nodes) and relationships (links) between the
individuals. Examples of links are contracts, acquaintances, kinship, employment,
and romantic relationships.

1.2 Motivation and Structure of This Book

The performance and behavioral characteristics of the three main structural equa-
tion model approaches have been reasonably well understood since their inception
in the 1960-1970s. Unfortunately, for whatever reason, their strengths and weak-
nesses are too often misrepresented, or worse obscured behind sometimes specious
fit statistics. The remainder of this book is designed to help the reader better under-
stand what is happening on “the path”—specifically, how should a path coefficient
be interpreted in a structural equation model. I try to keep things simple—my exam-
ples have purposely been limited to the simplest models possible, typically involv-
ing only two latent variables and one path. I also offer a comprehensive and
accessible review of the current state of the art that will allow researchers to maxi-
mize research output from their datasets and confidently use available software for
data analysis. The reader will find that the mathematics have purposely been kept to
a minimum. The availability of extensive computer software, many with well-
developed graphical interfaces, means that researchers can focus their efforts on
assuring that research questions, design, data collection, and interpretation are accu-
rate and complete while leaving the technical intricacies of data selection, tabula-
tion, and statistical calculation to the software.
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This book itself came together in small parts over a period of about 7 years.
During those years—in my editorial roles at a number of journals—I reviewed
many papers invoking path analysis methods, and repeatedly saw the same errors.
Many of these problems arise because SEM software is now so well developed.
Modern SEM software makes it possible to crank out results for complex, net-
worked models that are based on only the vaguest of intuition, and then to test these
same intuitions with data that does not directly measure them—and to do it all
without understanding the statistics. In the wrong hands, this is surely a recipe for
bad science. Though I will not dwell on research failure, I will occasionally cite
cases where misuse of SEM has generated bad science, and what the consequences
of these failures have been.

I hope that this book can provide a guide to generating reliable, defensible, and
publishable answers to research questions, without the researcher expending an
inordinate amount of time and effort trying to understand the philosophical debates
and mathematical intricacies that allow us to confidently apply the techniques of
SEM path analysis. In that sense, this book treats SEM as a “black box”—a box
festooned with cranks, dials, knobs, and input readers. The researcher needs to
know the consequences of particular controls and settings, and the meaning of par-
ticular dials, but need not understand the inner workings of the box. When driving a
car, it is safer to spend all one’s attention making corrections for road situations than
to worry about engine timing; the analogy carries over to SEM path analysis.

Chapter 2 surveys the development of structural equation models—from its roots
in genetics, and the concessions made to accommodate the labor-intensive manual
computation of the day, to the computationally intensive approaches that proliferate
today. I attempt to accurately portray the trade-offs and controversies that each
approach engendered along the way.

Chapter 3 traces the statistical debates that evolved in the 1950s as the USA and
the World were seeking out national economic and social statistics, and the develop-
ment of early partial least square path analysis (PLS-PA) methods with canonical
correlations. Prior to WWII there were few if any national statistics to guide policy
making at a national level. The USA experienced an unprecedented period of fer-
ment in conception and development of social and economic statistics in the late
1940-1950s (Karabell, 2014). Challenged to find new ways to substantiate the
abstract ideas that drove spending on social security, education, banking, and
numerous other government programs, statisticians derived latent variable statistical
approaches, approaches that fit whole networks of metrics, and methods that took
advantage of the rapidly developing computing industry.

Chapter 4 surveys one offshoot of canonical correlation network analysis called
LInear Structural RELations or LISREL for short. There have been many variations
on LISREL (AMOS, EQS, TETRAD) providing the same results with slightly dif-
ferent algorithms. Chapter 5 looks at another offshoot of network analysis that
added linear regression (originally developed in astronomy) to analytics for
transportation networks. These systems of regression equation approaches became
standard analytical tools in the economics community.


http://dx.doi.org/10.1007/978-3-319-16507-3_2
http://dx.doi.org/10.1007/978-3-319-16507-3_3
http://dx.doi.org/10.1007/978-3-319-16507-3_4
http://dx.doi.org/10.1007/978-3-319-16507-3_5

6 1 An Introduction to Structural Equation Models

Chapters 6 and 7 explain the role of data in model building, testing, and inference,
and offer sample size formulas and explanations of procedures for differing types
and distributions of data. Chapter 6 covers the standard parametric distributions,
and Chap. 7 focuses on Likert scale survey data to which SEM is commonly applied.

Chapter 8 explores the many aims that would motivate a researcher to use SEM
in addressing a research question. Since many questions in social sciences can only
be addressed through individual perceptions, impressions, and judgments, questions
of objective truth are generally somewhat elusive. Questions involving a consumer’s
willingness to pay for a product or service, for example, can be measured prior to
purchase by the stated buying intentions of a group of consumers; or they could be
measured after purchase by the money spent: both are noisy signals about “willing-
ness.” Correctly and reliably answering research questions give statisticians insight
into the “true state of nature,” into the real world, and into truth.

Chapter 9 surveys the emerging successors to structural equation modeling in the
social sciences that are classified generally under the rubric of social network analy-
sis. The paths of structural equation models were always a kludge, a hodgepodge of
early twentieth-century statistical techniques cobbled together to help explore natu-
rally occurring networks. Scientists in the past simply did not possess the analytical
tools to map more than a few links at a time; path models were the best we could do
at the time. But modern approaches are harnessing the power of advanced proces-
sors, cloud storage, and sophisticated algorithms to finally make possible research
paradigms about which turn of the twentieth-century researchers could only dream.

The remainder of this book is designed to help the reader better understand what
is happening on “the path”—specifically, how should a path coefficient be inter-
preted in a structural equation model. I try to keep things simple—my examples
have purposely been limited to the simplest models possible, typically involving
only two latent variables and one path. I also offer a comprehensive and accessible
review of the current state of the art that will allow researchers to maximize research
output from their datasets and confidently use available software for data analysis.
The reader will find that the mathematics have purposely been kept to a minimum.
The availability of extensive computer software, many with well-developed graphi-
cal interfaces, means that researchers focus their efforts on assuring that research
questions, design, data collection, and interpretation are accurate and complete
while leaving the technical intricacies of data selection, tabulation, and statistical
calculation to the software.

I hope that this book can provide a guide to generating reliable, defensible, and
publishable answers to research questions, without the researcher expending an
inordinate amount of time and effort trying to understand the philosophical debates
and mathematical intricacies that allow us to confidently apply the techniques of
SEM path analysis.The researcher needs to know the consequences of particular
controls and settings, and the meaning of particular dials, but need not understand
the inner workings of the box. By the end of this book, aspiring researchers should
have a very good grasp of the knobs, dials, and controls available in both existing
and emerging methods in SEM and network analysis.
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Chapter 2
A Brief History of Structural Equation Models

Though structural equation models today are usually associated with soft problems
in the social sciences, they had their origin in the natural sciences—specifically
biology. Europe’s nineteenth-century scholars were challenged to make sense of the
diverse morphologies observed during an age of explorations, in Asia, Africa, and
the Americas, as well as at home. In this period, new species of plants and animals
were transplanted, domesticated, eaten, and bred at an unprecedented rate. An
American ultimately provided one statistical tool that allowed scholars to build a
science out of their diverse observations.

2.1 Path Analysis in Genetics

Seldom has a nonhuman animal been so thoroughly poked, observed, trained, and
dissected as the domesticated dog. A member of the Canidae family, the dog is
distantly related to coyotes and jackals, dingoes and dholes, foxes and wolves.
There is evidence of distinct dog breeds as early as 5,000 years ago in drawings
from ancient Egypt. The business of designing dogs for particular purposes began
in earnest around the sixteenth century, and by the nineteenth century, clubs and
competitions abounded for the naming and monitoring of breeds. There is a huge
variation of sizes, shapes, temperaments, and abilities in modern dogs—much more
so that in their homogeneous wolf ancestors. This has resulted from humans con-
sciously influencing the genetics of dog populations through an involved network of
interbreeding and active selection.

But none of this was a science at the dawn of the twentieth century, despite enor-
mous expenditures, and centuries of breeding and contests to create “the perfect
dog.” There was no theory (or perhaps too many competing but unsupported theo-
ries) about how particular characteristics arose in a particular subpopulation of dogs.
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