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Preface

This proceedings volume is based on the conference on ‘Econophysics of Agent-
based models’ held at Saha Institute of Nuclear Physics, Kolkata during November
8-12, 2012. Agent-based modeling is one of the most powerful tools, now being
widely employed for understanding problems of market dynamics, leading on to
very important developments in this area. In most conventional economic models,
in order to keep them mathematically tractable, there is usually the ‘representative
agent’, who is assumed to be ‘perfectly rational’ and uses the ‘utility maximiza-
tion’ principle while taking action. There are not many tools available to economists
for solving non-linear models of ‘heterogeneous adaptive agents.” In this respect,
the very flexible and diverse multi-agent models, which originate from statistical
physics considerations, allow one to go beyond the prototype theories with the ‘rep-
resentative agent’ in traditional economics.

The Econophys-Kolkata VII conference held last year (2012), the seventh event
in this series of international conferences, was dedicated to address and discuss
extensively these issues, approaches and the recent developments concerning agent-
based models in Econophysics. This event was organized jointly by the Ecole Cen-
trale Paris, the Saha Institute of Nuclear Physics, with the addition of Kyoto Univer-
sity for the first time, and was held at the Saha Institute of Nuclear Physics, Kolkata.

This proceedings volume contains papers by distinguished experts from all over
the world, mostly based on the talks and seminars delivered at the meeting, and
accepted after refereeing. For completeness, a few articles by the experts who could
not participate in the meeting due to unavoidable reasons, were also invited and
incorporated in this volume.

These proceedings volume is organized as follows: A first section dedicated to
“agent-based models” in the social sciences. A second section on “miscellaneous”
presents other on-going studies in related areas on econophysics and sociophysics.
We have included in the third section “discussions and commentary”, an extensive
note on “evolution of econophysics” which had been intensively discussed during
the conference and contributed informally, though significantly, by many formal
participants. Two other shorter write-ups—a discussion and a critique on econo-
physics, arisen out of the various interesting and informal exchanges amongst the
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participants that took place during the conference, have also been incorporated in
this section.

We are grateful to all the participants of the meeting and for all their contribu-
tions. We are also grateful to Mauro Gallegati and the Editorial Board of the New
Economic Windows series of the Springer-Verlag (Italy) for their support in getting
this Proceedings volume published as well, in their esteemed series. '

The conveners (editors) also express their thanks to Saha Institute of Nuclear
Physics, Ecole Centrale Paris and Kyoto University for their support in organizing
this conference.

Chatenay-Malabry, France Frédéric Abergel
Kyoto, Japan Hideaki Aoyama
Kolkata, India Bikas K. Chakrabarti
Chatenay-Malabry, France Anirban Chakraborti
Kolkata, India Asim Ghosh
May, 2013
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Agent-Based Models



Chapter 1

Agent-Based Modeling of Zapping Behavior
of Viewers, Television Commercial Allocation,
and Advertisement Markets

Hiroyuki Kyan and Jun-ichi Inoue

Abstract We propose a simple probabilistic model of zapping behavior of televi-
sion viewers. Our model might be regarded as a ‘theoretical platform’ to investigate
the human collective behavior in the macroscopic scale through the zapping action
of each viewer at the microscopic level. The stochastic process of audience mea-
surements as macroscopic quantities such as television program rating point or the
so-called gross rating point (GRP for short) are reconstructed using the microscopic
modeling of each viewer’s decision making. Assuming that each viewer decides the
television station to watch by means of three factors, namely, physical constraints on
television controllers, exogenous information such as advertisement of program by
television station, and endogenous information given by ‘word-of-mouth commu-
nication’ through the past market history, we shall construct an aggregation proba-
bility of Gibbs-Boltzmann-type with the energy function. We discuss the possibility
for the ingredients of the model system to exhibit the collective behavior due to not
exogenous but endogenous information.

1.1 Introduction

Individual human behaviour is actually an attractive topic for both scientists and
engineers, and in particular for psychologists, however, it is still extremely difficult
for us to deal with the problem by making use of scientifically reliable investigation.
In fact, it seems to be somehow an ‘extraordinary material’ for exact scientists such
as physicists to tackle as their own major. This is because there exists quite large
sample-to-sample fluctuation in the observation of individual behaviour. Namely,
one cannot overcome the difficulties caused by individual variation to find the uni-
versal fact in the behaviour.

H. Kyan - J. Inoue ()

Graduate School of Information Science and Technology, Hokkaido University,
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Fig. 1.1 A typical behavior of program rating point. The data set is provided by Video Research
Ltd (http://www.videor.co.jp/eng/index.html)

On the other hand, in our human ‘collective’ behaviour instead of individual, we
sometimes observe several universal phenomena which seem to be suitable mate-
rials (‘many-body systems’) for computer scientists to figure out the phenomena
through agent-based simulations. In fact, collective behaviour of interacting agents
such as flying birds, moving insects or swimming fishes shows highly non-trivial
properties. The so-called BOIDS (an algorithm for artificial life by simulated flocks)
realizes the collective behaviour of animal flocks by taking into account only a few
simple rules for each interacting ‘intelligent’ agent in computer [1-3].

Human collective behavior in macroscopic scale is induced both exogenously
and endogenously by the result of decision making of each human being at the
microscopic level. To make out the essential mechanism of emergence phenomena,
we should describe the system by mathematically tractable models which should be
constructed as simple as possible.

It is now manifest that there exist quite a lot of suitable examples around us
for such collective behavior emerged by our individual decision making. Among
them, the relationship between the zapping actions of viewers and the arrangement
of programs or commercials is a remarkably reasonable example.

As an example, in Fig. 1.1, we plot the empirical data for the rating point for the
TV program of FIFA World Cup Soccer Football Game, Japan vs. Paraguay which
was broadcasted in a Japanese television station on 29th June 2010. From this plot,
we clearly observe two large valleys at 23:50 and 0:50. The first valley corresponds
to the interval between the 1st half and the 2nd half of the game, whereas the second
valley corresponds to the interval between 2nd half of the game and penalty shoot-
out. In these intervals, a huge amount of viewers changed the channel to the other
stations, and one can naturally assume that the program rating point remarkably
dropped in these intervals. Hence, it might be possible to estimate the microscopic
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viewers’ decision makings from the macroscopic behavior of the time series such as
the above program rating point.

Commercials usually being broadcasted on the television are now well-
established as powerful and effective tools for sponsors to make viewers recognize
their commodities or leading brand of the product or service. From the viewpoint of
television stations, the commercial is quite important to make a profit as advertising
revenue. However, at the same time, each television station has their own wishes
to gather viewers of their program without any interruption due to the commercial
because the commercial time is also a good chance for the viewers to change the
channel to check the other programs which have been broadcasted from the other ri-
val stations. On the other hand, the sponsors seek to maximize the so-called contact
time with the viewers which has a meaning of duration of their watching the com-
mercials for sponsors’ products or survives. To satisfy these two somehow distinct
demands for the television station and sponsors, the best possible strategy is to lead
the viewers not to zap to the other channels during their program. However, it is
very hard requirement because we usually desire to check the other channels in the
hope that we might encounter much more attractive programs in that time interval.

As the zapping action of viewers is strongly dependent on the preference of the
viewers themselves in the first place, it seems to be very difficult problem for us to
understand the phenomena by using exact scientific manner. However, if we con-
sider the ‘ensemble’ of viewers to figure out the statistical properties of their collec-
tive behavior, the agent-based simulation might be an effective tool. Moreover, from
the viewpoint of human engineering, there might exist some suitable channel loca-
tions for a specific television station in the sense that it is much easier for viewers
to zap the channel to arrive as a man-machine interface.

With these mathematical and engineering motivations in mind, here we shall
propose a simple mathematical model for zapping process of viewers. Our model
system is numerically investigated by means of agent-based simulations. We evalu-
ate several useful quantities such as television program rating point or gross rating
point (GRP for short) from the microscopic description of the decision making by
each viewer. Our approach enables us to investigate the television commercial mar-
ket extensively like financial markets [4].

This paper is organized as follows. In Sect. 1.2, we introduce our mathematical
model system and several relevant quantities such as the program rating point or
the GRP. In Sect. 1.3, we clearly introduce Ising spin-like variable which denotes
the time-dependent microscopic state of a single viewer, a television station for a
given arrangement of programs and commercials. In Sect. 1.4, we show that the
macroscopic quantities such as program rating point or the GRP are calculated in
terms of the microscopic variables which is introduced in the previous Sect. 1.3. In
Sect. 1.5, the energy function which specifies the decision making of each viewer
is introduced explicitly. The energy function consists of three distinct parts, namely,
a physical constraint on the controller, partial energies by exogenous and endoge-
nous information. The exogenous part comes from advertisement of the program
by the television station, whereas the endogenous part is regarded as the influence
by the average program rating point on the past history of the market. By using



6 H. Kyan and J. Inoue

the maximum entropy principle under several constraints, we derive the aggrega-
tion probability of viewers as a Gibbs-Boltzmann form. In Sect. 1.6, we show our
preliminary results obtained by computer simulations. We also consider the ‘adap-
tive location’ of commercial advertisements in Sect. 1.7. In this section, we also
consider the effects of the so-called Yamaba CMs, which are the successive CMs
broadcasted intensively at the climax of the program, on the program rating points
to the advertisement measurements. The last section is devoted to the concluding
remarks.

1.2 The Model System

We first introduce our model system of zapping process and submission procedure
of each commercial into the public through the television programs. We will eventu-
ally find that these two probabilistic processes turn out to be our effective television
commercial markets.

As long as we surveyed carefully, quite a lot of empirical studies on the effect of
commercials on consumers’ interests have been done, however, up to now there are
only a few theoretical studies concerning the present research topic to be addressed.
For instance, Siddarth and Chattopadhyay [5] (see also the references therein) in-
troduced a probabilistic model of zapping process, however, they mainly focused
on the individual zapping action, and our concept of ‘collective behavior’ was not
taken into account. Ohnishi et al. [6] tried to solve the optimal arrangement problem
of television commercials for a given set of constraints in the literature of linear pro-
gramming. Hence, it should be stressed that the goals of their papers are completely
different from ours.

1.2.1 Agents and Macroscopic Quantities

To investigate the stochastic process of zapping process and its influence on the tele-
vision commercial markets, we first introduce two distinct agents, namely, television
stations, each of which is specified by the label k =1, ..., K and viewers specified
by the index i = 1,..., N. Here it should be noted that K <« N should hold. The
relationship between these two distinct agents is described schematically in Fig. 1.2.
In this figure, the thick line segments denote the period of commercial, whereas the
thin line segments stand for the program intervals. The set of solid arrows describes
a typical trajectory of viewer’s zapping process. Then, the (instant) program rating
point for the station k at time ¢ is given by

Ni (1)
N

(1.1)

v (1) =

where Ni(¢) is the number of viewers who actually watch the television program
being broadcasted on the channel (the television station) k at time 7.
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Station 1 Contact time
—> <
Station 2 ‘
Station 3
Station K
Viewing time time

Fig. 1.2 Two-types of agents in our model systems. The thick line segments denote the periods of
commercial, whereas the thin line segments stand for the program intervals. The set of solid arrows
describes a typical trajectory of viewer’s zapping processes. ‘Contact time’ and ‘viewing time’
are clearly defined as intervals for which the viewer watches the commercials and the programs,
respectively. The duration and the procedures of casting television programs and CMs would be
modeled by Poisson arrival processes. The detail accounts for them will be given in Sects. 1.2.3,
1.2.4 and 1.2.5

On the other hand, the time-slots for commercials are traded between the station
and sponsors through the quantity, the so-called gross rating point (GRP) which is
defined by

w0 <
n
GRP! ZTE v () (1.2)

=1

where T denotes total observation time, for instance, say 7 = 600 minutes, for eval-
uating the program rating point. 9,5") stands for the average contact time for viewers
who are watching the commercial of the sponsor n being broadcasted on the station
k during the interval T. Namely, the average GRP is defined by the product of the
average program rating point and the average contact time. It should be noted that
Eq. (1.2) is defined as the average over the observation time 7. Hence, if one seeks
for the total GRP of the station k over the observation time 7, it should be given as
T x GRP,(:'). Therefore, the average GRP for the sponsor n during the observation

interval T is apparently evaluated by the quantity: GRP™ = (1/K) Z,{;l GRP,(C")
when one assumes that the sponsor n asked all stations to broadcast their commer-
cials through grand waves.

1.2.2 Zapping as a ‘Stochastic Process’

We next model the zapping process of viewers. One should keep in mind that here
we consider the controller shown in Fig. 1.3. We should notice that (at least in Japan)
there exist two types of channel locations on the controller, namely, ‘lattice-type’
and ‘ring-type’ as shown in Fig. 1.3. For the ‘lattice-type’, each button correspond-
ing to each station is located on the vertex in the two-dimensional square lattice.
Therefore, for the case of K =9 stations (channels) for example (see the lower left
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K 1 2

Fig. 1.3 A typical television controller dealt with in this paper. The left panel shows ‘lattice-type’
channel, whereas the right is a typical channel of ‘ring-type’. Each channel location is modeled
as shown in the corresponding cartoons in the lower two panels. Namely, the ‘lattice-type’ (left)
and the ‘ring-type’ (right) for the modeling of the buttons on the television controller. Apparently,
there exist a geometrical constraint on the latter type

panel in Fig. 1.3), the viewers can change the channel from an arbitrary station k to
the other station /(£ k), and there is no geometrical constraint for users (viewers).
Thus, we naturally define the transition probability P(/|k) which is the probabil-
ity that a user change the channel from station k to /(s k). Taking into account
the normalization of the probabilities, we have Z{;k P(llk)=1,k=1,...,K.The
simplest choice of the modeling of the transition probability satisfying the above
constraint is apparently the uniform one and it is written by

P(l|k)=ﬁ, k1A =1,..., K. (1.3)

On the other hand, for the ‘ring-type’ which is shown in the lower right panel of
Fig. 1.3, we have a geometrical constraint P(l =k £ 1|k) > 0, P(I #k £ 1|k) =0.
From the normalization condition of the probabilities, we also have another type
of constraint P(l =k — 1lk) + P =k + 1lk) =1 for k,I(#k)=1,..., K. The
simplest choice of the probability which satisfies the above constraints is given by
P(l=k—-1lk)=P(I=k+1lk)=1/2fork,l(#k)=1,..., K. Namely, the view-
ers can change from the current channel to the nearest neighboring two stations.
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1.2.3 The Duration of Viewer’s Stay

After changing the channel stochastically to the other rival stations, the viewer even-
tually stops to zap and stays the channel to watch the program if he or she is inter-
ested in it. Therefore, we should construct the probabilistic model of the length of
viewer’s stay in both programs and commercials appropriately. In this paper, we
assume that the lengths of the viewer i’s stay in the programs 7o, (‘on’ is used as
an abbreviation for ‘on air’) and commercials t.y, are given as ‘snapshots’ from the
distributions:

. . (@)
PO (toncm) =al) e Tonem/dionem =1, N (1.4)

Ton,cm
where aﬁg}m stands for the ‘relaxation time’ of the viewer i for the program and the

commercial, respectively. Of course, Top cm fluctuates from person to person, hence,
(@)

here we assume that ar, ., might follow
al) =conem+38, P() =N(0,0?). (1.5)

Namely, the relaxation times for the program and commercial fluctuate around the
typical value con,cm by a white Gaussian noise with mean zero and variance o2,
Obviously, for ordinary viewers, con > ccm should be satisfied. We should notice
that the above choice of the length of viewer’s stay is independent on the station,
program or sponsor. For instance, the length of viewer’s stay in commercials might
be changed according to the combination of commercials of different kinds of spon-
sors. However, if one needs, we can modify the model by taking into account the

corresponding empirical data.

1.2.4 The Process of Casting Commercials

Here we make a model of casting commercials by television stations. To make a
simple model, we specify each sponsor by the label n = 1,..., M and introduce
microscopic variables I () as follows.

L () = {n e{l,...,M} (The station k casts a CM of sponsor n at time ¢),
0 (The station k casts a program at t).
(1.6)
Hence, if one obtains /{(1) =[1(2) =--- =1;(10) =3 and [;(11) = 0, then we

conclude that the station k = 1 casted the commercial of the sponsor n = 3 from
t = 1to ¢t = 10, and after this commercial period, the station k resumed the program
at the next step + = 11. On the other hand, if we observe /1(1) =[1(2) =--- =
[1(10) =3 and /1(11) = 2, we easily recognize that the station k = 1 casted the
commercial of the sponsor n = 3 from ¢ = 1 to = 10, and after this commercial
period, the same station k = 1 casted the commercial of the sponsor n = 2 at the
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next step ¢t = 11. Therefore, for a given sequence of variables /; (), k=1,..., K
for observation period r =1, ..., T, the possible patterns being broadcasted by all
television stations are completely determined. Of course, we set [y (1), k=1,..., K

to the artificial values in our computer simulations, however, empirical evidence
might help us to choose them.

1.2.5 Arrangement of Programs and CMs

In following, we shall explain how each television station submits the commercials
to appropriate time-slots of their broadcasting. First of all, we set [;(0) = O for all
stations k =1, ..., K. Namely, we assume that all stations start their broadcasting
from their own program instead of any commercials of their sponsors. Then, for an
arbitrary k-th station, the duration #,, between the starting and the ending points of
each section in the program is generated by the exponential distribution ~ e ~on/Lon_
Thus, from the definition, we should set /3 (0) = - - - = ¢ (#on) = O for the resulting
fon. We next choose a sponsor among the M -candidates by sampling from a uniform
distribution in [1, M]. For the selected sponsor, say, n € {1, M}, the duration of
their commercial f.p, is determined by a snapshot of the exponential distribution ~
e~fem/Lem Thus, from the definition, we set L(ton+1)=---=l(ton+1+1tm) =n
for the given 7., and f,,. We repeat the above procedure fromt =0tot =T — 1 for
all stations k =1, ..., K. Apparently, we should choose these two relaxation times
Lon, Lem S0 as to satisfy Lon > Lem. After this procedure, we obtain the realization
of combinations of ‘thick’ (CMs) and ‘thin’ (television programs) lines as shown in
Fig. 1.2.

1.3 Observation Procedure

In Sect. 1.2, we introduced the model system. To figure out the macroscopic be-
havior of the system, we should define the observation procedure. For this purpose,
we first introduce microscopic binary (Ising spin-like) variables Sl.(’l,i(t))(t) e {0, 1}
which is defined by

1 (The viewer i watches the CM of sponsor n
on the station k at time ¢),

0 (The viewer i does not watch the CM of n
on the station k at time 7).

SO (1) = (1.7)

We should notice that for the case of [ (t) = 0, the Ising variable Sl.(,l,ﬁ(t)) (1) takes

K 0 (The i does not watch the program on the station k at time ¢).
(1.8)

5O (1) = { 1 (The viewer i watches the program on the station k at time 7),
1
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Thus, the K x N-matrix S (”)(t) written by

s S
sOo= (1.9)
Sy o Sy

becomes a sparsely coded large-size matrix which has only a single non-zero entry
in each column. On the other hand, by summing up all elements in each row, the re-
sult, say S 5",2 4+t S/(\?)k denotes the number of viewers who watch the commercial
n on the station k at time ¢. Hence, if the number of sorts of commercials (sponsors)
M (nef{l,..., M})is quite large, the element should satisfy Sf”,z +-- SI(\',ly)k <N
(actually, it is a rare event that an extensive number of viewers watch the same
commercial on the station k at time ¢) and this means that the matrix § (”)(t) is
a sparse large-size matrix. It should be noted that macroscopic quantities such as

program rating point or the GRP are constructed in terms of the Ising variables
SHO 1) e {0,1).

For the Ising variables S;f,’;(t))(t) € {0, 1}, besides we already mentioned above,
there might exist several constraints to be satisfied. To begin with, as the system
has N-viewers, the condition Zi/[(t)zo SELYN, S,-(,lllz(t))(l ) = N should be natu-
rally satisfied. On the other hand, assuming that each viewer i = 1, ..., N watches
the television without any interruption during the observation time 7', we imme-
diately have Y7 Z;::I(z):o P Si(f,’;(l))(t) =T,i=1,...,N. It should bear in
mind that the viewer i might watch the program or commercial brought by one of
the M-sponsors, hence, we obtain the condition Z%(z):O Z,fz | Si(f’,;(t))(t) =1,i=
,....,N,t=1,...,T.

These conditions might help us to check the validity of programming codes and
numerical results.

1.4 Micro-descriptions of Macro-quantities

In this section, we explain how one describes the relevant macroscopic quantities
such as average program rating point or the GRP by means of a set of microscopic

Ising variables {Si(’l,i(t))(t)} which was introduced in the previous section.

1.4.1 Instant and Average Program Rating Points

Here we should notice that the number of viewers who are watching the program or
commercials being broadcasted on the station k(= 1, ..., K), namely, Ny () is now
easily rewritten in terms of the Ising variables at the microscopic level as Ny (1) =
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Z,N:l 22:1(,):0 S .(l,ﬁ @) (t). Hence, from Eq. (1.1), the instant program rating point of

i,
the station k at time ¢, that is vk (¢), is given explicitly as

Ne(r) 1 R o)
N _NZ > S5O @). (1.10)

On the other hand, the average program rating point of the station k, namely, v is
evaluated as v = (1/7) Zthl v (1).

v (1) =

1.4.2 Contact Time and Cumulative GRP

We are confirmed that the contact time which was already introduced in Sect. 1.2 is
now calculated in terms of {Si(li(l)) (1)} as follows. The contact time of the viewer i

with the commercial of the sponsor n is written as

T M
o =/1)>" > smSE V) (1.11)

t=1 I ()=0

where 8,5 denotes the Kronecker’s delta. It should be noted that we scaled the
contact time over the observation time 7 by 1/7 so as to make the quantity the
T-independent value. Hence, the average contact time of all viewers who watch
the commercial of sponsor n being broadcasted on the station k is determined by
9,&") =(1/N) ZlN:l 914(",?. Thus, the cumulative GRP is obtained from the definition
(1.2) as

T
1
GRP!" = - > ve(r) x 6"
t=1

1 T M
- W(ZZ )3 Sf,lf(l%)

t=1i=1 It (r)=0

N M
X (ZZ > 5lk(t>,n5i(,l;'§(’))(t)). (1.12)

i=1 t=11I(t)=0

From the above argument, we are now confirmed that all relevant quantities in our
model system could be calculated in terms of the Ising variables {Si(’l,ﬁ (t))(t)} which
describe the microscopic state of ingredients in the commercial market.

However, the matrix S () itself is determined by the actual stochastic processes
of viewer’s zapping with arranging the programs and television commercials. There-
fore, in the next section, we introduce the energy(cost)-based zapping probability
which contains the random selection (1.3) as a special case for the ‘lattice-type’

controller.
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1.5 Energy Function of Zapping Process

As we showed in the literature of our probabilistic labor market [7, 8], it is conve-
nient for us to construct the energy function to quantify the action of each viewer.
The main issue to be clarify in this study is the condition on which concentration
(‘condensation’) of viewers to a single television station is occurred due to the en-
dogenous information. The same phenomena refereed to as informational cascade
in the financial market is observed by modeling of the price return by means of
magnetization in the Ising model [9]. In the financial problem, the interaction J;;
between Ising spins S; and S; corresponds to endogenous information, whereas the
external magnetic field &; affected on the spin S; stands for the exogenous informa-
tion. However, in our commercial market, these two kinds of information would be
described by means of a bit different manner. It would be given below.

1.5.1 Physical Constraints on Television Controllers

For this end, let us describe here the location of channel for the station k£ on the
controller as a vertex on the two-dimensional square lattice (grid) as Zy = (xk, yi).
Then, we assume that the channel located on the vertex at which the distance from
the channel & is minimized might be more likely to be selected by the viewer who
watches the program (or commercial) on the station k at the instance . In other
words, the viewer minimizes the energy function given by y(Zy — Z;)*>(I # k),
where we defined the L,-norm as the distance (Z; — Z;)* = (xx —x1)> + (yx — v1)°.
The justification of the above assumption should be examined from the viewpoint
of human-interface engineering.

1.5.2 Exogenous Information

Making the decision of viewers is affected by the exogenous information. For in-
stance, several weeks before World Cup qualifying game, a specific station k, which
will be permitted to broadcast the game, might start to advertise the program of the
match. Then, a large fraction of viewers including a soccer football fan might de-
cide to watch the program at the time. Hence, the effect might be taken into account
by introducing the energy —¢ ngs 81¢,16; x Where 7 denotes the time at which the
program starts and ¢, stands for the time of the end. Therefore, the energy decreases
when the viewer watches the match of World Cup qualifying during the time for the
program, namely from ¢ = ¢, to 7, (At = t, —t,: broadcasting hours of the program).
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1.5.3 Endogenous Information

The collective behavior might be caused by exogenous information which is cor-
responding to ‘external field’ in the literature of statistical physics. However, col-
lective behavior of viewers also could be ‘self-organized’ by means of endogenous
information. To realize the self-organization, we might use the moving average of
the instant program rating over the past L-steps (L < T'), namely,

t—1

1
(e@)=—= Y wlp) (1.13)

L
p=t—L

as the endogenous information. Then, we define the ‘winner channel” which is more
likely to be selected at time ¢ as k = argmax,, (v, (¢)). (One might extend it to a
much more general form:

A

k = arg max(vy, (r)) (1.14)

for a given ‘time lag’ r(< t)). Henceforth, we assume that if the winner channel
k is selected, a part of total energy —Bé ¢ decreases. This factor might cause the
collective behavior of N-individual viewers. Of course, if one needs, it might be
possible for us to recast the representation of the winner channel k by means of
microscopic Ising variables {Sl.(’l/ﬁ(t))(t)}.

Usually, the collective behavior is caused by direct interactions (connections)
between agents. However, nowadays, watching television is completely a ‘personal
action’ which is dependent on the personal preference because every person can
possess their own television due to the wide-spread drop in the price of the television
set. This means that there is no direct interaction between viewers, and the collective
behavior we expect here might be caused by some sorts of public information such
as program rating point in the previous weeks. In this sense, we are confirmed that
the above choice of energy should be naturally accepted.

Therefore, the total energy function at time ¢ is defined by

e
Ex() =y (Zi— Z0)* = ¢ [ 885 — BS, ¢ (1.15)
E=s

with k = argmax,, (v, (t)), where B, ¢, y > 0 are model parameters to be estimated
from the empirical data in order to calibrate our model system. According to the
probabilistic labor market which was introduced by one of the present authors, we
construct the transition probability P (/|k) as the Gibbs-Boltzmann form by solving
the optimization problem of the functional:

fP@] == Plk)log PIK) — A{Z P(|k) — 1}
1#k I#k
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—A’{ZEk(l)P(lm)—E} (1.16)
1k

with respect to P (I|k). Then, we immediately obtain the solution of the optimization
problem (variational problem) as

exp[—Er ()]

Zl;ﬁk exp[—Er ()]

_expl=y(Zy — Z)*+¢ [Te=s 8100 5 + B3 4]
o1k XPI=Y (Zk — ZD)* + ¢ [ 15— 8108, 1 + B 4]

P(llk) =

where we chose one of the Lagrange multipliers in f[P(l|k)] as A =
log{Z#k P(llk)} — 1, and another one —2"is set to 1 for simplicity, which has a
physical meaning of ‘unit inverse-temperature’. We should notice that in the ‘high-
temperature limit’ 8, ¢, y — 0, the above probability becomes identical to that of
the random selection (1.3). These system parameters should be calibrated by the
empirical evidence.

In the above argument, we focused on the ‘lattice-type’ controller, however, it
is easy for us to modify the energy function to realize the ‘ring-type’ by replacing
v(Zy — Z)%in (1.15) by &1 = —y (81.k+1 + 81,k—1), namely, the energy decreases if
and only if the viewer who is watching the channel £ moves to the television station
k — 1 or k 4 1. This modification immediately leads to

exp[—Ex(D] exp[—e& +¢ ngs 81,08 5 + ,331,;;]
Zl;ﬁk exp[—Ex (1] Zl;ék expl—er +¢ ]_Igzs 81,10 x + B8, ¢] .
(1.17)
We are easily confirmed that the transition probability for random selection in the
‘ring-type’ controller is recovered by setting ¢ = =0 as

P(l|k) =

eV 1
=—=Pk+1lk)

Pk —1lk) =
( 1) eV +ev¥ 2

and P(l|k) =0forl#k=+ 1.
In the next section, we show the results from our limited contributions by com-
puter simulations.

1.6 A Preliminary: Computer Simulations

In this section, we show our preliminary results. In Fig. 1.4, we plot the typical be-
havior of instant program rating point v (¢) fork =1,..., K. Weset K =9, N =
600, M =1 and T = 600 for the case of the simplest choice § = ¢ = y = 0 leading
up to (1.3) (‘high-temperature limit’). This case might correspond to the ‘uncon-
scious zapping’ by viewers. The parameters appearing in the system are chosen as
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Fig. 1.4 Typical behavior of instant program rating point v (¢) for k = 1,..., K. Here we set
K=9M=1,N =600 and T = 600. The parameters appearing in the system are chosen
as Lon = con = 12 and L¢y = cecm = 4. The upper panel is the result of ‘lattice-type’ with
B =¢ =y =0, whereas the lower panel shows the case of ‘ring-type’. We clearly find that the
result of ring-type is less volatile than that of the lattice-type
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Fig. 1.5 The two-dimensional scattered plot for the average program rating point:

v=(1/K) Z,{;l v and the average cumulative GRP: GRP = (1/K) Zf:] GRP,((]) for the case
of ‘lattice-type’ channel location (left). The right panel shows the scatter plot with respect to the v

and the effective contact time which is defined by 6 = (1/KT) Z,f;l 0,51) (we have only a single
sponsor). The parameters are set to the same values as in Fig. 1.4

Lon = con = 12 and L¢y = ccm = 4. The upper panel shows the result of ‘lattice-
type’ channel location on the controller, whereas the lower panel is the result of
‘ring-type’.

In Fig. 1.5 (left), we display the scattered plot with respect to the GRP and the
average program rating point for the case of ‘lattice-type’ channel location. From
this figure, we find that there exists a remarkable positive correlation between these
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Fig. 1.6 The 9 :
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observation time 7 = 60 and

the other parameters are set to
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We also plot the well-fitting T8
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two quantities (the Pearson coefficient is 0.85). This fact is a justification for us to
choose the GRP as a ‘market price’ for transactions. In the right panel of this figure,
the scattered plot with respect to the GRP and the effective contact time defined
by (1/KT) Zf: 1 6,&1) is shown. It is clearly found that there also exists a positive
correlation with the Pearson coefficient 0.9914.

We also plot the c.,-dependence of the T-scaled effective contact time 76 in
Fig. 1.6. This figure tells us that the frequent zapping actions reduce the contact
time considerably and it becomes really painful for the sponsors.

1.6.1 Symmetry Breaking Due to Endogenous Information

We next consider the case in which each viewer makes his/her decision according to
the market history, namely, we choose y = 1, ¢ = 0 and set the value of 8 to 8 =0
and B = 1.8. We show the numerical results in Fig. 1.7. From this panels, we find
that the instant program rating point v (¢) for a specific television station increases
so0 as to become a ‘monopolistic station’ when each viewer starts to select the station
according to the market history, namely, 8 > 0. In other words, the symmetry of
the system with respect to the program rating point is broken as the parameter g
increases.

To measure the degree of the ‘symmetry breaking’ in the behavior of the instant
program rating points more explicitly, we introduce the following order parameter:

K

B(I)E%Z

k=1

1
vk(t)—z’ (1.18)

which is defined as the cumulative difference between vg and the value for the ‘per-
fect equality’ 1/K. We plot the B(t) for the case of 8 =0, 1 and 2. For finite 3,
the symmetry is apparently broken around ¢ = 100 and the system changes from
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Fig. 1.7 Typical behavior of instant program rating point v (¢) for k =1,..., K. Here we set
K =9,M=1,N =600 and T = 200. The parameters which specify the energy function of ‘lat-
tice-type’ controller are chosen as (y, ¢, B) = (1, 0, 0) (the upper panel) and (y, ¢, ) = (1,0, 1.8)
(the lower panel) with the history length L = 5. The parameters appearing in the system are chosen
as the same values as in Fig. 1.4

Fig. 1.8 The behavior of 0.7
order parameter B(7) which
measures the degree of 06|

symmetry breaking in the vy.
The symmetry is apparently
broken for 8 =1, 2 around

t =100 and the system B(1)
changes from symmetric
phase (small B(t)) to the
symmetry breaking phase
(large B(t))

0.5+

0.1

symmetric phase (small B(t)) to the symmetry breaking phase (large B(t)) (see
Fig. 1.8). We next evaluate the degree of the symmetry breaking by means of the
following Shannon’s entropy:

K
H() =—ka(t)logvk(t) (1.19)

k=1
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Fig. 1.9 A typical behavior 2.3 1
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Fig. 1.10 Typical behavior of instant program rating point vi(t) for k =1,..., K for the
choice of the time lag r = 10 (the upper panel) and r = 40 (the lower panel). Here we set
K=9,M=1,N =600 and T = 200. The parameters which specify the energy function of ‘lat-
tice-type’ controller are chosen as (y, ¢, B) = (1, 0, 1.5) with history length L = 5. The parameters
appearing in the system are chosen as the same values as in Fig. 1.4

where the above H (¢) takes the maximum for the symmetric solution vg(¢) = 1/K
as

H(t)=—K x %log(l/K)zlogK (1.20)

whereas the minimum H () = 0 is achieved for vy = 1 and v;/_, = 0, which is
apparently corresponding to the symmetry breaking phase. In Fig. 1.9, we plot the
H (¢) for several choices of 8 as 8 =0, | and 2. From this figure, we find that for
finite B, the system gradually moves from the symmetric phase to the symmetry
breaking phase due to the endogenous information (e.g. word-of-mouth communi-
cation).
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Finally, we consider the time lag r-dependence (see Eq. (1.14)) of the resulting
vk (¢). The result is shown in Fig. 1.10. From this figure, we clearly find that the large
time lag r causes the large amount of symmetry breaking in the program rating point
Uk (1).

1.7 Adaptive Location of Commercials

In Sect. 1.2.4, we assumed that each commercial advertisement is posted according
to the Poisson process. However, it is rather artificial and we should consider the
case in which each television station decides the location of the commercials using
the adaptive manner. To treat such case mathematically, we simply set K =2 and
M =1, namely, only two stations cast the same commercial of a single sponsor.
Thus, we should notice that one can define I;(¢) = 0 (on air) or [; () = 1 (CM) for
k=0,1.

Then, we assume that each television station decides the label /i (¢) according to
the following successive update rule of the CM location probability:

t—L
P(l()) = %{1 + (2 (1) — 1)tanhQ<LC -y lk(,o)>}

p=t—1

vo(t — 1) —vo(t — 1)
)

X {1+(21k(t)— 1)tanh.(2( (1.21)
for k =0, 1, which means that if the cumulative commercial time by the duration L,
that is, Z;_:LLI Ix(p) is lower than L, or if the slope of the program rating point v
during the interval t is negative, the station k is more likely to submit the commer-
cial at time 7. It should be noted that in the limit of £2 — oo, the above probabilistic

location becomes the following deterministic location model (see also Fig. 1.11)

t—L
lk(t)=@<LC— 3 zk(p)>(~)<”"(t_f);”"(t_ 1)) (1.22)

p=t—1

for k =0, 1. From the nature of two television stations, vo(t — 1) +v1(t — 1) =1
and vo(t — 7) + v1(t — t) = 1 should be satisfied. Thus, the possible combina-
tions of (lo(¢),11(¢)) are now restricted to (lo(?),1;(¢)) = (0, 0), (0, 1), (1,0), and
(lo(), 11 (1)) = (1, 1) is not allowed to be realized. In other words, for the determin-
istic location model described by (1.22), there is no chance for the stations k =0, 1
to cast the same CM advertisement at the same time.

On the other hand, the viewer also might select the station according to the length
of the commercial times in the past history. Taking into account the assumption, we
define the station k by

k= {1 —sen({ () - (lo®))} (1.23)

N =
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Fig. 1.11 The behavior of 1
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with
=L
()= 1/L) Z I(), k=0,1. (1.24)
p=t—1

Then, the k denotes the station which casted shorter commercial times during the
past time steps £ than the other. Hence, we rewrite the energy function for the two
stations model in terms of the k as follows.

e
Ek(l)E—éhl—[(Stg,t(Sl,g—ﬂ%,; —&8; (1.25)
E=s

where we omitted the term y (Z; — Z)? due to the symmetry (Zo — Z):=(Z, -
Zo)?. As the result, the transition probability is rewritten as follows.

expl¢ [Te—, 8110y 5 + Bé p + 88 ;]

P(llk) = - .
214k €Xpl¢ [Te—s 8108 1 + BS, ; +86, ;]

(1.26)

The case without the exogenous information, that is, { = 0, we have the following
simple transition probability for two stations.

exp(,BSuz +581,12)
exp(Bdy ; +&0) 1) +exp(Bd, ; + 68, p) ’

P(1]0) = (1.27)

exp(ﬂ%,;; + 550,];)
eXp(ﬁaoyl’é + 550,];) + exp(/%l,;; + 551,];)
with P(0|0) =1 — P(1]0) and P(1|1) =1— P(O[1).
We simulate the CM advertisement market described by (1.27), (1.28) and (1.22)
and show the limited result in Fig. 1.12. From this figure, we find that for the case of

PO[1) =

(1.28)



22

Vi

Vi

0.7
0.65
0.6
0.55

0.45

H. Kyan and J. Inoue

k=
k=

0 ——
1

L

0

50

100

150

t

200

Fig. 1.12 Typical behavior of instant program rating points v (t) for the two stations k = 0, 1
which are generated by the adaptive CM locations (1.22) and zapping probabilities (1.28)
and (1.27). We chose B = 0 (the upper panel) and B =1 (the lower panel). Here we set
M =1,N =600 and T = 200. The parameters which specify the energy function and CM lo-
cations are chosenas ¢ =1, L, =2, L = L =t = 20(= T/10). The other parameters appearing in
the system are chosen as the same values as in Fig. 1.4

B = 0, the superiority of two stations changes frequently, however, the superiority
is almost ‘frozen’, namely, the superiority does not change in time when we add the
endogenous information to the system by setting 8 = 1. For both cases (8 =0, 1),
the behavior of the instant program rating as a ‘macroscopic quantity’ seems to be
‘chaotic’. The detail analysis of this issue should be addressed as one of our future
studies.

1.7.1 Frequent CM Locations at the Climax of Program

The results given in the previous sections partially have been reported by the present
authors in the reference [10]. Here we consider a slightly different aspect of the
television commercial markets.

Recently in Japan, we sometimes have encountered the situation in which a tele-
vision station broadcasts their CMs frequently at the climax of the program. Es-
pecially, in a quiz program, a question master speaks with an air of importance to
open the answer and the successive CMs start before the answer comes out. Even
after the program restarts, the master puts on airs and he never gives the answer and
the program is again interrupted by the CMs. This kind of CMs is now refereed to
as Yamaba CM (‘Yamaba’ has a meaning of ‘climax’ in Japanese). To investigate
the psychological effects on viewers’ mind, Sakaki [11] carried out a questionnaire



