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Foreword

The maturation of medical science during the last half of the

twentieth century was most impressive. Clinical trials

displaced observational studies that typically consisted of a

dozen or fewer patients; the pathophysiology and genetics

of many diseases were discovered; and diagnostic and

therapeutic methods advanced. Crude diagnostic tests such

as cholecystography and barium enemas and risky tests

such as air encephalograms, needle biopsies, and

exploratory laparotomies were made obsolete by

technology. Flexible tubes, some outfitted with lights and

cameras, CT, MRI, and PET scanners, and sophisticated

immuno-analyses of blood and other body fluids gained

immediate acceptance. Many therapies that were

formulated by grinding up organs, desiccating them, and

hoping that they would correct a deficit were replaced by

new, potent chemicals.

Clinical reasoning, the processes behind both diagnosis

and medical decision making, including the complex

tradeoffs between the risks and benefits of tests and

treatments, lagged behind advances in medical science. In

the run-up to the last quarter of the century, students

learned how to reason about patient problems by observing

expert clinicians at work, and (if they dared) by asking them

why they ordered this test or that, why they gave one drug

or another. Because this apprenticeship approach was not

codified, objectified, or quantified, medical texts struggled

to explain clinical reasoning, and students struggled to learn

it. And when the evidence of confusion about the use of

tests and treatments first emerged, alarm bells clanged.

Researchers had discovered extreme variations in the use of

tests and treatments from one community to another and in



regions across the country without a corresponding benefit

for patients. Irrational testing and treating had begun to

contribute substantially to an impossible escalation in the

cost of care.

During the last three decades of the twentieth century,

clinician–scientists began to examine the processes of

diagnosis and decision making with tools from other

disciplines, including cognitive science, decision science,

probability, and utility theory. From these diverse sources

the clinical science of medical decision making was hatched.

Elements of the diagnostic process were identified and a

language for explaining and teaching diagnosis was

formulated. Cognitive errors in diagnosis were sought and

methods developed to avoid them. The critical importance

of a probabilistic representation of diagnosis, in terms of

prior probabilities, conditional probabilities, and likelihood

ratios, was recognized and put to use in the form of a

centuries-old formulation of Bayes' Rule. Decision analysis, a

discipline formerly used by the military, was applied first to

individual clinical problems, later to classes of problems,

and eventually to issues of cost and efficacy of tests and

treatments. Before the end of the twentieth century, a

science of medical decision making and a language for

teaching it had been born.

Implementing the new science, however, proved more

difficult than developing it. Skeptics averred that physicians'

estimates of probabilities were often flawed, that applying

Bayes' Rule was not easy, and that decision trees were

either too simple (and thus did not represent a clinical

problem sufficiently) or too complex (and thus could not be

understood). Many wondered whether medicine could be

convinced to adopt these new approaches and whether the

average physician could be expected to use them in their

day-to-day practices.



As the field has evolved, some of these questions have

been answered. Now, in the second decade of the twenty-

first century, Bayes' Rule is used to design clinical trials, to

develop decision rules that help physicians judge whether to

admit patients suspected of having an acute myocardial

infarction, and to develop compiled strategies for

diagnosing and treating pulmonary emboli, to name a few

applications. Decision analysis has been used to formulate

answers for individual patients' dilemmas, but this use is

time consuming, expensive, and requires special expertise.

Nonetheless, decision analysis has found extensive

application in clinical practice guideline development, cost-

effective analyses, and comparative effectiveness studies. A

cadre of physicians has become sufficiently skilled in the

methods to apply them in active clinical teaching

environments and to integrate them into medical student

and residency curricula.

It is legitimate to ask why a student or resident should

spend the intellectual capital to learn these methods. The

answer is compelling. First, they help in learning and

teaching the process of diagnosis. Second, the principles of

screening and diagnostic and management decision making

become transparent from an understanding of Bayes' Rule,

diagnostic and therapeutic thresholds, decisional toss-ups,

and decision analysis. Subjecting such issues to rational

examination improves decision making and, consequently,

patient care. Moreover, because these methods are the

basis for so many analyses of health practices, appreciation

of their limitations provides a healthy skepticism of their

applications. Lastly, the approaches are powerful tools to

pass on the concepts to others, as well as critical templates

to understand honest differences of opinion on controversial

medical practices.

For the past 25 years, Medical Decision Making has been

an ideal venue for developing a rich comprehension of these



methods and for understanding how to approach diagnosis;

the new second edition is even better. Its chapter on Bayes'

Rule, for example, is exemplary, explaining the method in

multiple different formats. The chapters on selection of

diagnostic tests and decision analysis are meticulously

crafted so as to leave little uncertainty about the methods.

A new chapter on modeling methods is richly illustrated by

actual analyses; the chapters on expected value decision

making, utility assessment, and Markov modeling have been

extensively revised.

In short, this book has been a standard of the field, and

the new edition will continue its dominance. There is little

doubt that in the future many clinical analyses will be based

on the methods described in Medical Decision Making, and

the book provides a basis for a critical appraisal of such

policies. Teachers of medical decision making will require it;

medical students will dig into it repeatedly as they learn

clinical medicine; residents will go back to it again and again

to refresh their diagnostic and therapeutic skills. And from

its lucid pages, practicing physicians will attain a richer

understanding of the principles underlying their work.

Jerome P. Kassirer, M.D.

Distinguished Professor, Tufts University School of Medicine,

US

Visiting Professor, Stanford Medical School, US



Preface

The first edition of Medical Decision Making was a small

project that took on a life of its own. The chapters began as

sketches for a course on medical decision making that the

authors undertook as part of a foundation grant to study

methods for teaching medical decision making. Thanks to

the enthusiasm of co-authors Keith Marton and Michael

Higgins, the project took off and turned into a book

published by Butterworths in 1988. A Stanford medical

student, Marshal Blatt, read the chapters and gave us

invaluable advice about making the book more

understandable to beginning students. We must have

listened to him because many students have thanked us for

writing a book that they could understand.

Twenty-five years have elapsed since publication. Medical

Decision Making has sold steadily through a succession of

publishers. Physicians and decision analysts from every

corner of the globe have approached me to say that the

book was pivotal in their engagement with the field of

medical decision making. People have called for a second

edition, but the authors, having moved on in disparate

careers, were never ready until the past year. I have been

an advocate for medical decision analysis as a teacher,

practicing internist, medical journal editor, and participant in

the emergence of comparative effectiveness research as a

new discipline. Michael Higgins worked for companies that

developed medical software, while teaching courses at

Stanford University. Douglas Owens, an internist and a

leader in the application of medical decision analysis to

clinical policy, has become the third author.

How has the book changed? Hopefully, the writing has

benefited from my experience of eight years as a full-time



medical journal editor. I updated Chapters 1 through 5, 9,

and 11 and served as the editor for my co-authors. I rewrote

my chapters, updated the examples, and added new

developments (particularly a stronger emphasis on

likelihood ratios (Chapter 4), systematic reviews and meta-

analysis of diagnostic test sensitivity and specificity

(Chapter 5), and cost–benefit analysis (Chapter 11)).

Michael Higgins wrote new chapters (Chapters 6 through

8) that covered expected value decision making, utility

assessment, Markov models, and mathematical models of

life expectancy. The treatment of these topics reflects his

long teaching experience, in which he relied on

mathematical models that simplify the process of assessing

utilities. Any reader who can recall the concepts of high

school algebra will be able to understand these chapters.

Dr. Owens' chapter on decision modeling reflects the

growing influence of decision analysis to support clinical and

public health policy making (and the waning influence of

decision models created to solve a specific patient's

decision problem). The chapter describes different types of

models and provides extended examples, but it is not a

tutorial in how to create a decision model. The reader who

wants to learn decision modeling should take the short

courses offered at the annual meeting of the Society for

Medical Decision Making and spend some time apprenticing

with an expert in the field.

From the simple (likelihood ratios) to the complex

(microsimulation modeling), what is the future of medical

decision analysis? In two words, both hand-held computer

applications (“apps” in current usage) and shared decision

making. Hand-held devices will bring decision models—

simple and complex—to the office and the bedside, where

clinicians and patients will use them to individualize their

discussions of the big decisions.



What can textbooks like Medical Decision Making

contribute to this world of shared, informed decision making

using computer-based decision analysis? As in the past,

textbooks will shape the way that future decision analysts

learn and later practice the discipline of their life's work. We

think that clinicians-in-training should master the material in

Chapters 3, 4, and 5. They should be able to use the time-

tradeoff method to assess a patient's utilities for a health

state. They should have a cultural understanding of decision

modeling. Finally, we hope that aspiring master clinicians

will read a book like ours to gain a greater understanding of

their daily work and the limitations of the imperfect

information that they rely upon.

H.C.S.



Chapter 1

Introduction

“Proof,” I said, “is always a relative thing. It's an

overwhelming balance of probabilities. And that's a

matter of how they strike you.”

(Raymond Chandler, Farewell, My Lovely, 1940)

Probability is the rule of life—especially under the skin.

Never make a positive diagnosis.

(Sir William Osler)

Thoughtful clinicians ask themselves many difficult

questions during the course of taking care of patients. Some

of these questions are as follows:

How may I be thorough yet efficient when considering

the possible causes of my patient's problem?

How do I characterize the information I have gathered

during the medical interview and physical examination?

How should I interpret new diagnostic information?

How do I select the appropriate diagnostic test?

How do I choose among several risky treatments?

The goal of this book is to help clinicians answer these

important questions.

The first question is addressed with observations from

expert clinicians “thinking out loud” as they work their way

through a clinical problem. The last four are addressed from

the perspective of medical decision analysis, a quantitative

approach to medical decision making.

The goal of this introductory chapter is to preview the

contents of the book by sketching out preliminary answers

to these five questions.



1.1 How may I be thorough

yet efficient when

considering the possible

causes of my patient's

problems?
Trying to be efficient in thinking about the possible causes of

a patient's problem often conflicts with being thorough. This

conflict has no single solution. However, much may be

learned about medical problem solving by listening to

expert diagnosticians discuss how they reasoned their way

through a case. Because the single most powerful predictor

of skill in diagnosis is exposure to patients, the best advice

is “see lots of patients and learn from your mistakes.” How

to be thorough, yet efficient, when thinking about the

possible causes of a patient's problem is the topic of

Chapter 2.

1.2 How do I characterize

the information I have

gathered during the

medical interview and

physical examination?
The first step toward understanding how to characterize the

information one gathers from the medical interview and

physical examination is to realize that information provided



by the patient and by diagnostic tests usually does not

reveal the patient's true state. A patient's signs, symptoms,

and diagnostic test results are usually representative of

more than one disease. Therefore, distinguishing among the

possibilities with absolute certainty is not possible. A 60-

year-old man's history of chest pain illustrates this point:

Mr. Costin, a 60-year-old bank executive, walks into the

emergency room complaining of intermittent substernal

chest pain that is “squeezing” in character. The chest pain

is occasionally brought on by exertion but usually occurs

without provocation. When it occurs, the patient lies down

for a few minutes, and the pain usually subsides in about

5 minutes. It never lasts more than 10 minutes. Until

these episodes of chest pain began 3 weeks ago, the

patient had been in good health, except for intermittent

problems with heartburn after a heavy meal.

Although there are at least 60 causes of chest pain, Mr.

Costin's medical history narrows down the diagnostic

possibilities considerably. Based on his history, the two most

likely causes of Mr. Costin's chest pain are coronary artery

disease or esophageal disease.

However, the cause of Mr. Costin's illness is uncertain. This

uncertainty is not a shortcoming of the clinician who

gathered the information; rather, it reflects the uncertainty

inherent in the information provided by Mr. Costin. Like most

patients, his true disease state is hidden within his body and

must be inferred from imperfect external clues.

How do clinicians usually characterize the uncertainty

inherent in medical information? Most clinicians use words

such as “probably” or “possibly” to characterize this

uncertainty. However, most of these words are imprecise, as

illustrated as we hear more about Mr. Costin's story:

The clinician who sees Mr. Costin in the emergency room

tells Mr. Costin, “I cannot rule out coronary artery disease.

The next step in the diagnostic process is to examine the



results of a stress ECG.” She also says, “I cannot rule out

esophageal disease either. If the stress ECG is negative,

we will work you up for esophageal disease.”

Mr. Costin is very concerned about his condition and seeks

a second opinion. The second clinician who sees Mr. Costin

agrees that coronary artery disease and esophageal

disease are the most likely diagnoses. He tells Mr. Costin,

“Coronary artery disease is a likely diagnosis, but to know

for certain we'll have to see the results of a stress ECG.”

Concerning esophageal disease, he says, “We cannot rule

out esophageal disease at this point. If the stress ECG is

normal, and you don't begin to feel better, we'll work you

up for esophageal disease.”

Mr. Costin feels reassured that both clinicians seem to agree

on the possibility of esophageal disease, since both have

said that they cannot rule it out. However, Mr. Costin cannot

reconcile the different statements concerning the likelihood

that he has coronary artery disease. Recall that the first

clinician said “coronary artery disease cannot be ruled out,”

whereas the second clinician stated, “coronary artery

disease is a likely diagnosis.” Mr. Costin wants to know the

difference between these two different opinions. He explains

his confusion to the second clinician and asks him to speak

to the first clinician:

The two clinicians confer by telephone. Although the

clinicians expressed the likelihood of coronary artery

disease differently when they talked with Mr. Costin, it

turns out that they had similar ideas about the likelihood

that he has coronary artery disease. Both clinicians

believe that about one patient out of three with Mr.

Costin's history has coronary artery disease.

From this episode, Mr. Costin learns that clinicians may

choose different words to express the same judgment about

the likelihood of an uncertain event:



To Mr. Costin's surprise, the clinicians have different

opinions about the likelihood of esophageal disease,

despite the fact that both clinicians described its

likelihood with the same phrase, “esophageal disease

cannot be ruled out.” The first clinician believes that

among patients with Mr. Costin's symptoms, only one

patient in ten would have esophageal disease. However,

the second clinician thinks that as many as one patient in

two would have esophageal disease.

Mr. Costin is chagrined that both clinicians used the same

phrase, “cannot be ruled out,” to describe two different

likelihoods. He learns that clinicians commonly use the

same words to express different judgments about the

likelihood of an event.

The solution to the confusion that can occur when using

words to characterize uncertainty with words is to use a

number: probability. Probability expresses uncertainty

precisely because it is the likelihood that a condition is

present or will occur in the future. When one clinician

believes the probability that a patient has coronary artery

disease is 1 in 10, and the other clinician thinks that it is 1

in 2, the two clinicians know that they disagree and that

they must talk about why their interpretations are so

disparate. The precision of numbers to express uncertainty

is illustrated graphically by the scale in Figure 1.1. On this

scale, uncertain events are expressed with numbers

between 0 and 1.

Figure 1.1 A scale for expressing uncertainty.



To understand the meaning of probability in medicine,

think of it as a fraction. For example, the fraction “one-third”

means 33 out of a group of 100. In medicine, if a clinician

states that the probability that a disease is present is 33%,

it means that the clinician believes that if she sees 100

patients with the same findings, 33 of them will have the

disease in question (Figure 1.2).

Figure 1.2 A clinician can visualize the level of certainty

about a disease hypothesis on a probability scale. Thirty-

three is marked on this certainty scale to correspond to the

clinician's initial probability estimate concerning the

likelihood that Mr. Costin had coronary artery disease.

Although probability has a precise mathematical meaning,

a probability estimate need not correspond to a physical

reality, such as the prevalence of disease in a defined group

of patients. We define probability in medicine as a number

between 0 and 1 that expresses a clinician's opinion about

the likelihood of a condition being present or occurring in

the future. The probability of an event a clinician believes is

certain to occur is equal to 1. The probability of an event a

clinician believes is certain not to occur is equal to 0.

A probability may apply to the present state of the patient

(e.g., that he has coronary artery disease), or it may be

used to express the likelihood that an event will occur in the

future (e.g., that he will experience a myocardial infarction

within one year).

Any degree of uncertainty may be expressed on this scale.

Note that uncertain events are expressed with numbers

between 0 and 1. Both ends of the scale correspond to



absolute certainly. An event that is certain to occur is

expressed with a probability equal to 1. An event that is

certain not to occur is expressed with a probability equal to

0.

When should a clinician use probability in the diagnostic

process? The first time that probability is useful in the

diagnostic process is when the clinician feels she needs to

synthesize the medical information she has obtained in the

medical interview and physical examination into an opinion.

At this juncture the clinician wants to be precise about the

uncertainty because she is poised to make decisions about

the patient. The clinician may decide to act as if the patient

is not diseased. She may decide that she needs more

information and will order a diagnostic test. She may decide

that she knows enough to start the patient on a specific

treatment. To decide between these options, she does not

need to know the diagnosis. She does need to estimate the

patient's probability that he has, as in the case of Mr. Costin,

coronary artery disease as the cause of his chest pain.

A clinician arrives at a probability estimate for a disease

hypothesis by using personal experience and the published

literature. Advice on how to estimate probability is found in

Chapter 3.

1.3 How do I interpret new

diagnostic information?
New diagnostic information often does not reveal the

patient's true state, and the best a clinician can do is to

estimate how much the new information has changed her

uncertainty about it. This task is difficult if one is describing

uncertainty with words. However, if the clinician is

expressing uncertainty with probability, she can use Bayes'

theorem to estimate how much her uncertainty about a



patient's true state should have changed. To use Bayes'

theorem a clinician must estimate the probability of disease

before the new information was gathered (the prior

probability or pre-test probability) and know the accuracy of

the new diagnostic information. The probability of disease

that results from interpreting new diagnostic information is

called the posterior probability (or post-test probability).

These two probabilities are illustrated in Figure 1.3.

Figure 1.3 The pre-test probability and the post-test

probability of disease.

Chapter 4 describes how to use Bayes' theorem to

estimate the post-test probability of a disease.

1.4 How do I select the

appropriate diagnostic

test?
Although the selection of a diagnostic test is ostensibly

straightforward, the reasoning must take into account

several factors. In the language of medical decision

analysis, the selection of diagnostic tests depends on the

patient's feelings about states of disease and health, the

clinician's estimate of the prior probability of disease, and

the accuracy of the diagnostic tests that the clinician is

trying to choose between.



A logical approach to selecting diagnostic tests depends

on three principles:

Diagnostic tests are imperfect and therefore seldom

reveal a patient's true state with certainty.

Tests should be chosen if the results could change the

clinician's mind about what to do for the patient.

Clinicians often start treatment when they are uncertain

about the true state of the patient.

These three principles lead to an important concept: The

selection of diagnostic tests depends on the level of

certainty at which a clinician is willing to start treatment.

This level of certainty is known as the treatment-threshold

probability. How to use the treatment-threshold probability

to make decisions is a topic of Chapter 9.

A clinician must take two steps to assess the treatment-

threshold probability of disease. The first step is to list the

harms and benefits of treatment. The second step is to

assess the patient's feelings about these harms and

benefits. A decision analyst assesses a patient's attitudes

toward the risks and benefits of treatment using a unit of

measure called utility. Measuring a patient's utilities is

covered in Chapter 8 of this text.

1.5 How do I choose

among several risky

treatment alternatives?
Choosing among risky treatment alternatives is difficult

because the outcome of most treatments is uncertain: some

people respond to treatment but others do not. If the

outcome of a treatment is governed by chance, a clinician

cannot know in advance which outcome of the treatment



will result. Under these circumstances, the best way to

achieve a good outcome is to choose the treatment

alternative whose average outcome is best. This concept is

called expected value decision making. Expected value

decision making is the topic of Chapters 6, 7, and 11.

1.6 Summary
The care of patients is difficult in part because of the

uncertainty inherent in the nature of medical information:

tests are imperfect, and treatments have unpredictable

consequences. The application of probability, utility, and

expected value decision making provides a framework for

making the right decision despite the uncertainty of medical

practice. Medical decision analysis helps clinicians and

patients to cope with uncertainty.



Chapter 2

Differential diagnosis

This chapter is about differential diagnosis, a systematic

process for narrowing the range of possible explanations for

a patient's problem. The goal of this chapter is to describe a

thorough, yet efficient, approach to this process. The

chapter has four parts:

2.1 Introduction

2.2 How clinicians make a diagnosis

2.3 The principles of hypothesis-driven

differential diagnosis

2.4 An extended example

 

2.1 Introduction
Differential diagnosis is the process of considering the

possible causes of a patient's symptom or physical finding

and making a diagnosis. Differential diagnosis is a safeguard

against premature conclusions as well as a time-proven

method for attacking what can be a supremely difficult

intellectual challenge. All clinicians, regardless of their

specialty, use differential diagnosis and strive to master it.

For many clinicians, to be called a superb diagnostician is

the highest form of praise.

The Challenge of Differential Diagnosis: A patient

visits your office on a busy afternoon because of a

symptom. She wants you to discover the reason for the


