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Preface

The past decade has seen a revolution in the field of spoken dialogue systems. As in
other areas of Computer Science and Artificial Intelligence, data-driven methods are
now being used to drive new methodologies for system development and evaluation.
These methods are proving to be more robust, flexible, and adaptive than the largely
rule-based approaches which preceded them.
We hope that this book is a contribution to that ongoing change. It describes, in

detail, a new methodology for developing spoken dialogue systems – in particular
the Dialogue Management and Natural Language Generation components – which
starts with human data, and culminates in evaluation with real users. The journey
therefore starts and ends with human behaviour in interaction, and explores methods
for learning from the data, for building simulation environments for training and
testing systems, and for evaluating the results.
The detailed material covers: Spoken and Multimodal dialogue systems, Wizard-

of-Oz data collection, User Simulation methods, Reinforcement Learning, and Eval-
uation methodologies.
This book is therefore intended as research guide which navigates through a de-

tailed case study in data-driven methods for development and evaluation of spoken
dialogue systems. Common challenges associated with this approach are discussed
and example solutions provided, for example, how to learn from limited amounts of
data. As such, we hope it will provide insights, lessons, and inspiration for future
research and development – not only for spoken dialogue systems in particular, but
for data-driven approaches to human-machine interaction in general.

Edinburgh, Verena Rieser
September 2011 Oliver Lemon
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Chapter 1

Introduction

The past decade has seen something of a revolution in the field of spoken dialogue
systems. As in other areas of Computer Science and Artificial Intelligence, data-
driven methods are being used to drive new methodologies for system development
and evaluation. These methods are proving to be more robust, flexible, and adaptive
than the rule-based approaches which preceded them.
We hope that this book makes a contribution to that revolution. It describes, in

detail, a new methodology for developing spoken dialogue systems – in particular
the Dialogue Management component – which starts with human data, and ends
with evaluation with real users. Related methods are now being developed further
by a number of researchers worldwide. The journey begins and ends with human
behaviour in interaction, and en route we explore methods for learning from such
data, for building simulation environments for training and testing our systems, and
methods for evaluating the results.
This book is therefore intended as a guide which navigates through a detailed

case study in data-driven methods for development and evaluation of spoken dia-
logue systems. It focusses on Dialogue Management and Natural Language Gener-
ation, rather than speech recognition and spoken language understanding. As such,
we hope that it can provide insights and lessons for future research and development
– not only for spoken dialogue systems in particular, but for data-driven approaches
to building better human-machine interaction in general.

1.1 The Design Problem for Spoken Dialogue Systems

The design of Spoken Dialogue Systems (SDS) is not only concerned with inte-
grating speech and language processing modules such as Automatic Speech Recog-
nition (ASR), Spoken Language Understanding (SLU), Natural Language Genera-
tion (NLG), and Text-to-Speech (TTS) synthesis systems. It also requires the de-
velopment of skills for “what to say next”: dialogue strategies which take into
account the performance of these components, the nature of the user’s tasks (e.g.
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2 1 Introduction

information-seeking, tutoring, or robot control), and other features of the operating
environment such as the user’s behaviour and preferences. The great variability and
unpredictability of these factors makes dialogue strategy design an extremely diffi-
cult task for human developers. In conventional, rule-based, dialogue development
many expensive iterations of manual design and re-design are necessary in order to
produce good strategies. In addition, such hand-coded strategies are not re-usable
from task to task, are not scalable, require a substantial amount of human labour
and expertise, and are not guaranteed to be optimal.
For these reasons machine learning methods (such as Reinforcement Learning)

for dialogue strategy design have been a leading research area for several years.
These statistical computational learning approaches offer several key potential ad-
vantages over the standard rule-based hand-coding approach to dialogue systems
development (Lemon and Pietquin, 2007):

• a data-driven automatic development cycle
• provably optimal action policies
• a principled mathematical model for action selection
• possibilities for generalisation to unseen states
• reduced development and deployment costs.

However, in cases where a system is designed from scratch, there is often no
suitable in-domain data to enable such a design. Collecting dialogue data without
a working prototype is problematic, leaving the developer with a classic “chicken-
and-egg” problem. One of the main issues that this book addresses is how to use a
data-driven development methodology when little or no in-domain data exists.

1.2 Overview

In this book we propose to learn dialogue strategies by simulation-based Reinforce-
ment Learning (RL) (Sutton and Barto, 1998), where a simulated environment is
learned from small amounts of Wizard-of-Oz (WOZ) data. Using WOZ data rather
than data from real Human-Computer Interaction (HCI) allows us to learn optimal
strategies for domains where no working dialogue system already exists. Automatic
strategy learning has been applied to dialogue systems which have already been de-
ployed in the real world using handcrafted strategies. In such work, strategy learning
was performed based on already present extensive online-operation experience, e.g.
(Henderson et al, 2005, 2008; Singh et al, 2002). In contrast to this preceding work,
our approach enables strategy learning in domains where no prior system is avail-
able. Optimised learned strategies are then available from the first moment of online-
operation, and labour-intensive handcrafting of dialogue strategies is avoided. This
independence from large amounts of in-domain dialogue data allows researchers to
apply RL to new application areas beyond the scope of existing dialogue systems.
We call this method “bootstrapping”.
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This book first provides the general proof-of-concept that RL-based strategies
outperform handcrafted strategies which are manually tuned for a wide spectrum of
application scenarios. After theoretically motivating our approach, we turn to the
practical problem of how to learn optimal strategies for new application domains
where no prior system or in-domain data are available. We propose to learn dialogue
strategies by simulation-based RL, where the simulated environment is learned from
small amounts of WOZ data. We therefore introduce a 5-step procedure:

1. Collect data in a WOZ experiment.
2. Use this data to construct a simulated learning environment using data-driven
methods only.

3. Train a RL-based dialogue policy by interacting with the simulated environment.
We compare this policy against a supervised baseline. This comparison allows us
to measure the relative improvements over the WOZ strategies contained in the
training data.

4. Evaluate the learned policy with real users.
5. Show that “bootstrapping” from WOZ data is a valid estimate of real HCI by
comparing different aspects of the 3 corpora gathered so far: the WOZ study, the
dialogues generated in simulation, and the final user tests.

It should be noted that these steps are not unique to the method introduced in
this book, but most of the defined steps are required for any simulation-driven ap-
proach to strategy learning (though the last step is specific to our method). A main
contribution of this book is that all these steps are now performed starting with a
limited WOZ data set, and specific methods are introduced to build and validate the
obtained simulations.
We apply this framework to optimise multimodal1 Dialogue Management strate-

gies and Natural Language Generation. In the first case we consider Dialogue Man-
agement and content selection as two closely interrelated problems for information
seeking dialogues: the decision of when to present information depends on how
many pieces of information to present and the available options for how to present
them, and vice versa. We therefore formulate the problem as a hierarchy of joint
learning decisions which are optimised together.
The second study describes a new approach to generating Natural Language in

interactive systems. Natural Language Generation (NLG) addresses the problem of
“how to say” an utterance, once “what to say” has been determined by the Dialogue
Manager. We treat NLG as planning under uncertainty for information-seeking di-
alogue systems, where the strategy for information presentation and its associated
attributes are incrementally selected using hierarchical learning. This hierarchical
approach to DM and NLG has recently been explored by other researchers (Dethlefs
and Cuayahuitl, 2010; Dethlefs and Cuayáhuitl, 2011), and a utility-based approach
to NLG is discussed by van Deemter (2009a).

1 “Multimodal” dialogue systems are those which do not only use speech input and output, but
which also use other information modalities, such as graphics (as in our case), or gesture, gaze,
facial expressions, and so on.
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Our results in both studies show that RL significantly outperforms supervised
learning (SL) when interacting in simulation as well as for interactions with real
users. For optimising multimodal Dialogue Management, the RL-based policy gains
on average 50-times more reward than the SL policy when tested in simulation, and
almost 18-times more reward when interacting with real users. Users also subjec-
tively rate the RL-based policy on average 10% higher. For optimising Natural Lan-
guage Generation, the trained information presentation strategies significantly im-
prove dialogue task completion, with up to a 9.7% increase (30% relative) compared
to the deployed dialogue system which uses conventional, hand-coded presentation
prompts.
One focus of this book is to optimise dialogue strategies with respect to real

user preferences. A major advantage of RL-based dialogue strategy development is
that the dialogue strategy can be automatically trained and evaluated using the same
objective function (Walker, 2005). Despite its central importance for RL, quality
assurance for objective functions has received little attention so far. In fact, the re-
ward function is one of the most hand-coded aspects of RL (Paek, 2006). Clearly,
automatic optimisation and evaluation of dialogue policies, as well as quality con-
trol of the objective function, are closely inter-related problems: how can we make
sure that we optimise a system according to real users’ preferences? This book is
the first to explore learning with data-driven, non-linear objective functions. We also
propose a new method for meta-evaluation of the objective function.
Note that chapters 4 to 8 are significantly revised, updated, and extended versions

of material from (Rieser, 2008).

1.3 Structure of the Book

Chapter 2 (Background)

This chapter provides the reader with relevant background knowledge for the re-
search. After introducing some general information about Spoken Dialogue Sys-
tems, we contrast different methods applied in research and industry to develop di-
alogue strategies. We show how these two approaches fail to meet the current chal-
lenges for strategy design and argue for the use of statistical methods. In particular,
we propose the use of Reinforcement Learning, as it uses trial-and-error exploration
with delayed rewards which, we argue, is a natural model for human dialogue.

Chapter 3 (Reinforcement Learning)

This chapter provides technical background on RL for dialogue strategy develop-
ment and discusses simulation-based learning in particular. We also introduce the
application domain.
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Chapter 4 (Proof-of-Concept: Information Seeking Strategies)

He we develop the theoretical proof-of-concept that RL-based strategies outper-
form hand-coded strategies, which are tuned to the same objective function. We
show this for a wide range of application scenarios, e.g. for different user types and
noise conditions. This chapter also demonstrates how to apply simulation-based RL
to solve a complex and challenging problem for information-seeking dialogue sys-
tems: which questions to ask the user, how many database search results to present,
and when to present them, given the competing trade-offs between the length of
the results list, the length of the interaction, the type of database, and noise in the
speech recognition environment. In this chapter the reader will receive a deeper
understanding of the principles and advantages of Reinforcement Learning for dia-
logue strategy learning. We also explain why data-driven simulation approaches are
preferred over manually constructed simulated environments (as done here for the
theoretical proof-of-concept).

Chapter 5 (A Bootstrapping Approach to Develop Reinforcement

Learning-based Strategies)

This chapter introduces a 5-step procedure model to bootstrap optimal RL-based
strategies for WOZ data. The resulting strategies are tailored to the application envi-
ronment, do not require a working prototype system, and are optimised with respect
to real user preferences. We also explain how we meet the challenges when learn-
ing from WOZ data. In particular, we introduce the problem of how to construct a
simulated environment from limited amounts of WOZ data. We also discuss the fact
that a WOZ study itself is a simulation of real HCI.

Chapter 6 (Data Collection in a Wizard-of-Oz Experiment)

Here we describe the experimental setup of the WOZ experiment. We explain which
changes to the conventional WOZ method are necessary for strategy learning. In
particular, we introduce an utterance distortion method in order to resemble noise
conditions for real dialogue systems. In addition, we explore the “intuitive” strate-
gies that were applied by our human wizards.

Chapter 7 (Building a Simulated Learning Environment from Wizard-of-Oz

Data)

This chapter uses the WOZ data to construct a simulated learning environment.
We therefore introduce methods suited to build and validate simulations from small
amounts of data. In particular, we construct the action set and state space by ex-
ploring the wizards’ actions. The user and noise simulations are obtained using
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frequency-based approaches. The objective function is a predictive model of user
ratings obtained by a regression analysis, following the PARADISE framework of
(Walker et al, 1997). We then train a RL-based dialogue policy by interacting with
the simulated environment, and we compare this strategy against a baseline con-
structed by Supervised Learning. This comparison allows us to measure the relative
improvements over the wizard strategies obtained from the training data.

Chapter 8 (Comparing Reinforcement and Supervised Learning of Dialogue

Policies with Real Users)

In this chapter we evaluate the learned strategy with real users. We therefore develop
a music-player dialogue system using a rapid development tool, where the learned
strategy is implemented using a table look-up between states and learned actions.
We report detailed results from the real user tests.
We also post-evaluate our overall “bootstrapping” approach by comparing differ-

ent aspects of the 3 corpora gathered so far: the WOZ study, the dialogues generated
in simulation, and the final user tests. We first evaluate whether strategies learned in
simulation do transfer to tests with real users, and we also compare the experimental
conditions of the different studies, where we discuss the noise model in particular.
Furthermore, we explore whether the objective function used for learning is a real-
istic estimate of real user preferences.

Chapter 9 (Natural Language Generation)

This chapter further develops the methodology to encompass elements of policy
learning for adaptive Natural Language Generation in spoken dialogue systems.
This chapter shows that our method can quite easily be applied to new domains
and tasks. We show how to develop a data-driven approach to content selection and
structuring decisions in NLG, this time in the domain of a restaurant recommen-
dation SDS. We also report results from evaluations with both simulated and real
users. The real user evaluation shows that improved NLG can lead to significant
improvements in overall dialogue system performance.

Chapter 10 (Conclusion)

Finally, we conclude by summarising the main contributions of this work. We also
report on “lessons learned” to provide guidance for future researchers. For example,
we discuss the data quantity and quality required for the proposed bootstrapping
approach. In the final outlook of this chapter we discuss ongoing challenges for
research in this field.
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Chapter 2

Background

Fig. 2.1 Wolfgang von Kempelen’s speaking machine, drawing fromMechanism of Human Speech
(1791)

Mankind appears to be fascinated by the idea of talking with machines. The first
attempts to produce human speech by machine were made in the second half of the
18th century. One of the best known examples is Wolfgang von Kempelen’s speak-
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ing machine, as described in his book “Mechanism of Human Speech” 1 (1791), see
Figure 2. Von Kempelen’s machine was the first that produced not only some speech
sounds, but also whole words and short sentences. Clearly, in order to converse with
a machine in natural language more than just automatic sound production is neces-
sary. Descartes even thought that it would never be possible to engage in dialogue
with machines at all. In his book “Discourse on the Method of Rightly Conducting
the Reason, and Searching for Truth in the Sciences” 2 (1637) he declares:

“. . . but if there were machines bearing the image of our bodies, and capable of imitating
our actions as far as it is morally possible, [. . . ] they could never use words or other signs
arranged in such a manner as is competent to us in order to declare our thoughts to others.”

Today, however, it is arguable that such machines now exist, at least for limited
application domains, due to major advances in the field of Human-Computer Inter-
action (HCI) and Spoken Dialogue Systems (SDS) . Still, human-machine dialogue
is far from resembling the capabilities of human-human dialogue, as we discuss
below.

2.1 Human-Computer Interaction

For computers, holding a conversation is difficult. Engaging in a conversation re-
quires more than just technical language proficiency. When people engage in di-
alogue, they carry out a purposeful activity (Austin, 1962), a joint action (Clark,
1996), or a language game (Wittgenstein, 1953), which they know how to perform
using their communicative skills. Dialogue behaviour is often formally described as
a sequence of Speech Acts (SAs) (Searle, 1969). These SAs are organised into struc-
tural patterns in the field of Conversation Analysis, e.g. (Levinson, 1983; Sacks et al,
1974). Some of this behaviour follows standardised cultural conventions. For exam-
ple, the fact that people greet each other is described as the standardised SA “adja-
cency pair” greeting-greeting (Levinson, 1983). Other behaviour is highly
context-dependent. For example, in previous work we show that the way people ask
for clarification is influenced by various contextual and environmental factors, such
as dialogue type, modality, and channel quality (Rieser and Moore, 2005). In addi-
tion, people often engage in dialogue to solve a task together. Their behaviour is then
driven by the goal of the task as well as by their “mental model” (Johnson-Laird,
1983) of the other dialogue participant.
Humans acquire these communicative skills over time, but for a dialogue system,

they need to be developed by a dialogue designer. This usually is an expert who de-
fines a dialogue strategy , which “tells” the system what to do in specific situations.
The “dialogue strategy” is part of the Dialogue Manager (DM) which controls the

1 Original title: Mechanismus der menschlichen Sprache nebst Beschreibung einer sprechenden
Maschine
2 Original title: Discours de la méthode pour bien conduire sa raison, et chercher la verité dans
les sciences
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behaviour of the system. Broadly speaking, a dialogue system has three modules,
one each for input, output, and control, as shown in Figure 2.2. The input module
commonly comprises Automatic Speech Recognition (ASR) and Spoken Language
Understanding (SLU). The control module corresponds to the Dialogue Manager,
which executes a dialogue strategy. The output module consists of a Natural Lan-
guage Generation (NLG) system and a Text-To-Speech (TTS) engine. Usually, these
modules are placed in a pipeline model (see Figure 2.2). The ASR converts the user’s
speech input (1) into text (2). SLU parses the text into a string of meaningful con-
cepts, intentions, or Speech Acts (3). The Dialogue Manager maintains an internal
state and decides what SA action to take next (4). This is what we call a dialogue
strategy. For most applications the DM is also connected to a back-end database.
In the output module, NLG renders the communicative acts (4) as text (5), and the
TTS engine converts text to audio (6) for the user. Interested readers are referred
to introductory texts such as (Bernsen et al, 1998; Huang et al, 2001; Jurafsky and
Martin, 2000; McTear, 2004).
Human-Computer Interaction (HCI) is the study of interaction between people

(users) and computers (such as dialogue systems). Human-machine dialogue dif-
fers from human-human dialogue in various ways. The most prominent features
are the lack of deep language understanding and the lack of pragmatic competence
(communicative skills) of the system. The lack of language understanding is due
to errors introduced by less-than-perfect input processing (ASR and NLU), and the
common use of shallow semantic representations. The lack of pragmatic compe-
tence is mainly due to the limited capabilities (often hand-coded heuristics) of the
control module.
A substantial amount of recent work targets the problem of limited language un-

derstanding capabilities with so-called “error handling”, e.g. (Bohus, 2007; Framp-
ton, 2008; Skantze, 2007a), or “uncertainty handling” mechanisms, e.g. (Thomson
and Young, 2010; Williams, 2006; Williams and Young, 2007a). This book ad-
dresses the problem of pragmatic competence: how to improve the communicative
skills of a system by providing effective mechanisms to develop better dialogue
strategies. In particular, this book explains how to automatically learn these skills
from experience using simulated interactions, starting with a small experimental
study of human behaviour. We now explain the conventional methods for strategy
development.

2.2 Dialogue Strategy Development

There is a wide range of techniques to develop dialogue strategies, and techniques
applied in industry are very different from the ones applied in research (Griol et al,
2010; Pieraccini and Huerta, 2005; Williams, 2008). These differences reflect the
fact that academia and industry often pursue different objectives. Academic sys-
tems often aim to emulate human behaviour in order to generate ‘natural’ behaviour,
whereas commercial systems are required to be robust interfaces in order to solve


