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Foreword

Understanding human activity from video is one of the central problems in the field
of computer vision. It is driven by a wide variety of applications in communica-
tions, entertainment, security, commerce and athletics. At its foundations are a set
of fundamental computer vision problems that have largely driven the great progress
that the field has made during the past few decades. In this book, the editors have
assembled many of the world’s leading authorities on video analysis of humans to
assemble a comprehensive and authoritative set of chapters that cover both the core
computer vision problems and the wide range of applications that solutions to these
problems would enable.

The book is divided in four parts that cover detection and tracking of humans in
video, measure human pose and movement from video, using these measurements
to infer the activities that people are participating in, and finally describing the main
applications areas that are based on these technologies. The book would be an ex-
cellent choice for a second graduate course on computer vision, or for a seminar on
video analysis of human movement and activities. The combination of chapters that
survey fundamental problems with others that go deeply into current approaches to
topics provides the book with the excellent balance needed to support a well bal-
anced course.

Part I, edited by Thomas B. Moeslund, focuses on problems associated with de-
tecting and tracking people through camera networks. The chapter by Al Haj et al.
discusses how multiple cameras can be cooperatively controlled so that people can
both be tracked over large areas with cameras having wide fields of view and si-
multaneously imaged at high enough resolution with other cameras to analyze their
activities. The next two chapters discuss two different approaches to detecting peo-
ple in video. The chapter by Elgammal discusses background subtraction. Most
simply, for a stationary camera one can detect moving objects by first building a
model (an image) of an empty scene and then differencing that model with incom-
ing video frames. Where the differences are high, movement has occurred. In real-
ity, of course, things are much more complicated since the background can change
over different time scales(due to wind load on vegetation, bodies of water in the
scene, or the introduction of a new object into the background), the camera might
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be active (panning, for example, as in Chap. 1), and there are many nuisance vari-
ables like shadows and specular reflections that should be eliminated. And, even
if background subtraction worked “perfectly” true scene motion can be due to not
just human movements but movement of other object in the scene. The chapter by
Leibe, then, discusses a more direct method for detecting humans based on match-
ing models of what people look like directly to the images. These methods generally
employ a sliding window algorithm in which features based on shape and texture
are combined to construct a local representation that can be used by statistical infer-
ence models to perform detection. Such methods can be used even when the camera
is moving in an unconstrained manner. Detecting people is especially challenging
because of variations in body shape, clothing and posture. The chapter by Chellappa
discusses method for face detection. It not only contains an excellent introduction
to sliding window based methods for face detection, but also explains how contex-
tual information and high level reasoning can be used to locate faces, augmenting
purely local approaches. The chapter by Song et al. discusses tracking. Tracking is
especially complicated in situations where the scene contains many moving peo-
ple because there is inevitably inter-occlusion. The chapter discusses fundamental
multi-object techniques based on particle filters and joint probabilistic data associ-
ation filters, and then goes on to discuss tracking in camera networks. Finally the
chapter by Ellis and Ferryman discusses the various datasets that have been col-
lected that researchers regularly use to evaluate new algorithms for detection and
tracking.

Part II, edited by Leonid Sigal, discusses problems related to determining the
time-varying 3D pose of a person from video. These problems have been intensely
investigated over the past fifteen years and enormous progress has been made on
designing effective and efficient representations for human kinematics, shape repre-
sentations that can be used to model a wide variety of human forms, expressive and
compact mathematical modeling mechanisms for natural human motion that can be
used both for tracking and activity recognition, and computationally efficient algo-
rithms that can be used to solve the nonlinear optimization problems that arise in
human pose estimation and tracking. The first chapter by Pons-Mill and Rosenhahn
begins by introducing criteria that characterize the utility of a parameterization of
human pose and motion, and then discusses the merits of alternative representations
with respect to these criteria. This is concerned with the “skeletal” component of
the human model, and the chapter then goes on to discuss approaches to modeling
the shapes of body parts. Finally, they discuss particle tracking methods that from
an initial estimate of pose in a video sequence can both improve that estimate and
then track the pose through the sequence. This process is illustrated for the case
where the person can be segmented from the background, so that the silhouette of
the person in each frame is (approximately) available. In the second chapter, Fleet
motivates and discusses the use of low-dimensional latent models in pose estimation
and tracking. While the space of all physically achievable human poses and motions
might be very large, the poses associated with typical activities like walking lie on
much lower-dimensional manifolds. The challenge is to identify representations that
can simultaneously and smoothly map many activities to low-dimensional pose and
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motion manifolds. Fleet’s chapter discusses the Gaussian Process Latent Variable
Model, along with a number of extensions to that model, that address this challenge.
He also discusses the use of physics based models that, at least for well studied
movements like walking, can be used to directly construct motion models to control
tracking rather than learn them from large databases of examples. Ramanan provides
an excellent introduction to parts based graphical models and methods to efficiently
learn and solve for those models in images that can handle occlusion and appearance
symmetries. Parts based models are especially relevant in situations where prior seg-
mentation of a person from the background is not feasible—for example, for a video
taken from a moving camera. They have been successfully applied to many object
recognition problems; The chapter by Sminchisescu discusses methods that directly
estimate (multi-valued) pose estimates from image measurements. Unlike the meth-
ods in the previous chapter that require complex search through the space of poses
and motions, the methods here construct a direct mapping from images to poses (and
motions). The main drawback of these algorithms is their limited ability to general-
ize to poses and motions not adequately represented in their training datasets. The
approach described is a very general structure learning approach which is applicable
to a wide variety of problems in computer vision. Finally, the chapter by Andriluka
and Black discusses datasets for pose estimation and tracking as well as the criteria
typically used by researchers to compare and evaluate algorithms.

Part III, edited by Volker Krüger, deals with the problems of representation and
recognition of human (and vehicular) actions. For highly stylized or constrained ac-
tions (gestures, walking) one can approach the problem of recognizing them using,
essentially, the same representations and recognition algorithms employed for static
object detection and recognition. So, researchers have studied action recognition
representations based on space time tubes of flow, or shape information captured by
gradient histograms, or collections of local features such as 3D versions of SIFT, or
“corners” on the 3D volume swept out by a dynamic human silhouette. All of these
representations attempt to implicitly capture changing pose properties; however, for
many actions it is sufficient to represent only the changing location of the person
without regard to articulation—for example, to decide if one person is following
another or if two people are approaching each other. The chapters by Wang, Nayak
and Chowdhury contain complementary discussions of representations that can be
used directly for appearance based action recognition. While Wang focuses on topic
models as an inference model for activity recognition, Nayak et al. and Chowdhury
contain surveys of other methods that have been frequently employed to represent,
learn and recognize action classes, such as Hidden Markov Models or stochastic
context free grammars. These more structured models are based on a decomposition
of observations into motion “primitives” and the chapter by Kulic et al. discusses
how these primitives might be represented and learned from examples. The chapter
by Chowdhury also discusses the important problem of anomaly detection—finding
instances of activities that are, in some way, performed differently from the norm.
The problem of anomaly representation and detection is critical in many surveil-
lance and safety applications (is a vehicle being driven erratically? has a pot been
left on a stove too long?) and is starting to receive considerable attention in the
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computer vision field. The chapter by Kjellström addresses the important problem
of how context can be used to simultaneously improve action and object recogni-
tion. Many objects, especially at low magnification, look similar—consider roughly
cylindrical objects like drinking glasses, flashlights, power screwdrivers. They are
very hard to distinguish from one another based solely on appearance; but they are
used in very different ways, so ambiguity about object class can be reduced through
recognition of movements associated with human interaction with an object. Sym-
metrically, the body movements associated with many actions looks similar, but can
be more easily differentiated by recognizing the objects that are used to perform the
action. Kjellström explains how this co-dependence can be represented and used to
construct more accurate vision systems. De la Torre’s chapter covers the problem of
facial expression recognition. Scientists have been interested in the problem of how
and whether facial expressions reveal human internal state for over 150 years dating
back to seminal work by Duchenne and Darwin on the subject in the 19th century.
Paul Ekman’s Facial Action Coding System (FACS) is an influential system to tax-
onimize people’s facial expressions that has proven very useful to psychologists to
model human behavior. Within the computer vision there has been intensive efforts
to recognize and measure human facial expressions based on FACS and other mod-
els, and this chapter provides a comprehensive overview of the subject. Finally, Liu
et al. discuss datasets that have been collected to benchmark algorithms for human
activity recognition.

Finally, Part IV, edited by Adrian Hilton, contains articles describing some of
the most important applications of activity recognition. The chapter by Chellappa is
concerned with biometrics and discusses challenges and basic technical approaches
to problems including face recognition, iris recognition and person recognition from
gait. Human activity analysis to central to the design of monitoring systems for secu-
rity and safety. Gong et al. discuss a variety of applications in surveillance including
intruder detection, monitor public spaces for safety violations (such as left bag de-
tection), and crowd monitoring (to different between normal crowd behavior and
potentially disruptive behavior). Many of these applications depend on the ability of
the surveillance system to accurately track individual people in crowded conditions
for extended periods. Pellegrini’s chapter discusses how simulation based motion
models of human walking behavior in moderately crowded situations can be used to
improve tracking of individuals. This is a relatively new area of research, and while
current methods do not provide significant improvements in tracking accuracy over
more classical methods, this is still an area with good potential to substantially im-
prove tracking performance. Face and hand or body gesture recognition can be used
to build systems that allow people to control computer applications in novel and
natural ways, and Lin’s chapter discusses fundamental methods for representing
and recognizing face gestures (gaze, head pose) and hand gestures. Pantic’s chapter
addresses the interpretation of facial and body gestures in the context of human in-
teractions with one another and their environment. They describe the exciting new
research area of social signal processing—for example, determining whether par-
ticipants in a discussion are agreeing or disagreeing, if there is a natural leader,
or natural subgroups. The chapter provides a stimulating discussion of the basic
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research problems and methodological issues in this emerging area. Another impor-
tant application of face and gesture recognition is recognition of sign language, and
the chapter by Cooper et al. contains an excellent introduction to this subject. While
specialized devices like 3D data gloves can be used as input for hand sign language
recognition systems, in typical situations where such devices are not available one
has to address technically challenging problems of measuring hand geometry and
motion from video. Additionally, sign languages are multi-modal—for example,
they might include in addition to hand shape, arm motions and facial expressions.
The chapter also discusses the research problems associated with developing sys-
tems for multi-modal sign recognition. Thomas’s chapter discusses application in
sports. Many applications require that players be tracked through the game—for
example, to forensically determine how players react under different game condi-
tions for strategy planning. Typically, these multi-agent tracking problems are ad-
dressed using multiple camera systems and one important practical problem that
arises is controlling and calibrating these systems. The chapter by Grau discusses
these multi-perspective vision problems in detail. Other applications require detailed
tracking of a player’s posture during play—for example to identify inefficiencies in
a pitcher’s throwing motions. There are many important applications of face and
gesture analysis in the automotive industry—for example, determining the level of
awareness of a driver, or where her attention is focused. The chapter by Tran and
Trevedi summarizes the many ways that computer vision can be used to enhance
driving safety and the approaches that researchers have employed to develop driver
monitoring systems.

In summary, this is a timely collection of scholarly articles that simultaneously
surveys foundations of human movement representation and analysis, illustrates
these foundations in a variety of important applications and identifies many areas
for fertile future research and development. The editors are to have congratulations
on the exceptional job they did in organizing this volume.

Larry DavisCollege Park, USA
May 2011



Preface

Over the course of the last 10–20 years the field of computer vision has been preoc-
cupied with the problem of looking at people. Hundreds, if not thousands, of papers
have been published on the subject that span people and face detection, pose estima-
tion, tracking and activity recognition. This research focus has been motivated by the
numerous potential application for visual analysis of people from human–computer
interaction to security, assisted living and clinical analysis of movement. A number
of specific and general surveys have been published on these topics, but the field
is lacking one coherent text that introduces and gives a comprehensive review of
progress and open-problems. To provide such an overview is the exact ambition of
this book. The target audience is not only graduate students in the computer vision
field, but also scholars, researchers and practitioners from other fields who have an
interest in systems for visual analysis of humans and corresponding applications.

The book is a collection of chapters that are written specifically for this book by
leading experts in the field. Chapters are organized into four parts.

Part I: Detection and Tracking (seven chapters),
Part II: Pose Estimation (six chapters),
Part III: Recognition of Action (seven chapters),
Part IV: Applications (ten chapters).

The first three parts focus on different methods and the last part presents a number of
different applications. The first chapter in each book part is an introduction chapter
setting the scene. To support the reading of the book an index and list of glossary
terms can be found in the back of the book. We hope this guide to research on the
visual analysis of people contributes to future progress in the field and successful
commercial application as the science and technology advances.

The editors would like to thank the authors for the massive work they have
put into the different chapters! Furthermore we would like to thank Simon Rees
and Wayne Wheeler from Springer for valuable guidance during the entire pro-
cess of putting this book together. And finally, we would like to thank the re-
viewers who have helped to ensure the high standard of this book: Saiad Ali,
Tamim Asfour, Patrick Buehler, Bhaskar Chakraborty, Rama Chellappa, Amit K.
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Part I
Detection and Tracking



Chapter 1
Is There Anybody Out There?

Thomas B. Moeslund

Applications within the field of Looking at People only make sense when the ana-
lyzed imagery contains one or more humans. The first step in such systems is there-
fore to determine if one or more humans are present and where in the scene they are.
This task is termed detection or figure-ground segmentation. Moreover, since many
applications require a number of consecutive frames containing people in order to
do any processing, e.g., in many activity recognition tasks, tracking of individuals
is often a requirement. This part provides an overview of detection and tracking
methods. On one hand this part can be seen as the foundation on which the rest of
the book builds, but detection and tracking methods are also applicable in their own
rights, e.g., face detectors available in most new compact cameras, chroma-keying
used for TV and movie productions, and in different surveillance applications.

In general, robust solutions to the detection and tracking problems are yet to be
seen, but a massive effort can be observed by the number of papers published about
these and related problems. Within the last decade or so a number of novel concepts
and methods have been put forward allowing the research field to move further up
the ladder toward the goal of systems that are able to work independently of, for
example, illumination and weather conditions. Some of the more influential ones
are the HoG detector [7], Viola and Jones’ face detector [18] and the particle filter.
These are discussed a bit more below and more thoroughly in the other chapters in
Part I, and in general used in other systems discussed throughout this book.

Besides better methods, recent advancements can also be traced back to the in-
troduction of public benchmarking data for assessing detection and tracking algo-
rithms. This has first of all provided researchers and practitioners large annotated
data sets to train and test their methods on, but equally important, those public data
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4 T.B. Moeslund

sets have allowed for different methods to be directly comparable, since they now
can train and test on the same data sets. Some conferences even introduce competi-
tions on data sets defined just for that event. Chapter 7 will give an overview of such
data sets and how to evaluate them.

A last aspect that has to helped boost research and applications utilizing detec-
tion and tracking, is the fact that many of the methods have been implemented in
software and made freely available. Good examples are OpenCV [6] aimed at en-
gineers and computer scientists and EyesWeb [1] aimed at less mathematical and
algorithmic oriented scholars. Both have equipped a whole generation of students
and researchers from different fields with powerful tools for building Looking at
People systems.

1.1 Detection

Two overall approaches to detecting people exist: pixel-based and object-based. In
the former, each pixel in the incoming frame is compared to a model for that pixel
in order to assess whether the incoming pixel is foreground or background. Having
done so for the entire image a silhouette of each human in the incoming frame is
(in theory) present. In the latter approach a sliding window is translated and scaled
to all possible locations in the input frame and for each window the likelihood of
it containing a human is calculated. This type of method will result in a bounding
box (the window) containing the human as opposed to the silhouette resulting from
the former method. These approaches are discussed further below—but first a few
words on image acquisition.

1.1.1 Data Acquisition

Before any figure-ground segmentation can commence the frames need to be cap-
tured. Many algorithms require the humans in the frames to be of a reasonable res-
olution, otherwise the methods will fail. Combining this with the normal outdoor
situation where a camera needs to cover a large scene renders the dilemma of reso-
lution versus coverage. Increasing the field-of-view of the camera will provide better
coverage, but lower resolution. Using cameras with a bigger image sensor can help,
but this results in other problems like increased price. Another solution is to include
multiple cameras and have them cooperate. This introduces the problem of hand-
over during tracking, calibration among the cameras and of course increased price
and data logistics. Yet another solution is to use an active sensor that can pan, tilt
and zoom-in as need be. More of these might be cooperating and perhaps controlled
in a master-and-slave fashion. No matter how this is organized, controlling active
sensors is by no means trivial—especially when the object in focus (the human) can
perform unpredicted movement. Chapter 2 is concerned with these issues and pro-
vides a more in-depth discussion. Moreover, some hands-on experiments are given
in that chapter.
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1.1.2 Pixel-Based Detection

The notion of having a model of the background and comparing each pixel in the
incoming frame to that model is intuitively sound. The approach, however, has a
major drawback assuming the background is fixed. While this works well in some
indoor setting, it is in general not valid in outdoor scenes. Here trees will move in
the wind and the illumination and shadows will change due to clouds and/or the
shifting position of the sun. Current research therefore focuses on different ways
of modeling the pixels in the background model and how to update such models
during runtime. Especially the introduction of multiple models for each pixel [11,
13] has allowed for successful and real-time figure-ground segmentation in many
applications. Pixel-based methods basically detect pixels from a new/moving object
in the scene and hence some processing is required to determine whether the pixels
are from a human, a car or something else. To this end filtering and blob analysis
are normally required. Blob analysis can use shape cues to detect non-human-like
objects, but the problem of shadows cast by humans is hard to solve since the shape
of such blobs are naturally human-like. Different types of context-reasoning are
therefore involved when trying to detect and delete shadows, for example the current
weather conditions [8] or the fact that a shadow will be “bluish” since most of its
illumination comes from the blue sky [12, 15]. Chapter 3 will provide more details
on these matters.

1.1.3 Object-Based Detection

The pixel-based methods often fail in situations where the background is far from
static, due to for example a moving camera, or when multiple people are occlud-
ing each other. To handle these situations the figure-ground segmentation problem
can be addressed by using object-based detectors where the entire human (or major
body parts) are detected directly. Such methods are often said to be window-based
since they operate by translating a window over the input frame and calculating the
likelihood of the window containing a human. Two methods have had a profound
impact on such object-based approaches. The first is the HoG detector [7], which
is built on the notion that different object shapes (here the human) always produce
edges in an image and that these edges are not randomly distributed. Chapter 4 will
describe how this, and other similar descriptors, can be used to detect humans even
in complicated scenes.

Another significant approach to finding the human (or rather the face of a hu-
man) is the pioneering work behind Viola and Jones’s face detector [18]. It com-
bines simple features with the notion of cascaded classifiers. From studies into the
human visual system it is known that some contrast detection is performed in spe-
cialized cells in the human eye. These rather simple operations have been simulated
in computer vision using simple binary templates. Many different templates can be
defined and a constellation of these can detect the face. The tricky issue is learning
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which constellation of which templates that will do the job. Viola and Jones solved
this complex learning problem by utilizing massive amount of positive and negative
samples together with a cascade of simple classifiers. This idea was adapted from
the field of machine learning and has afterwards been used in other computer vision
subfields. In Chap. 5 Viola and Jones’s face detector is introduced together with
other issues related to face detection.

A major difference between the two approaches is that pixel-based methods de-
tect whatever is moving, while object-based methods detect specific things using
the prior knowledge about the foreground, hence the human. So, pixel-based meth-
ods require post processing, while object-based detectors can work on their own.
Object-based detection methods produce a bounding box for each person in the
frame. In contrast, pixel-based methods produce a silhouette for each person. What
is preferred depends on the application. In controlled scenes, pixel-based methods
work rather well, as seen in for example commercial chroma-keying systems, and
can provide a very detailed segmentation and in a generally short processing time.
But the object-based methods are in general better at detecting people in especially
complicated scenes like outdoor settings with multiple occluding people and chang-
ing lighting conditions. The object-based methods are computational expensive, but
with the introduction of for example GPU-based implementations this is less of a
problem.

1.2 Tracking

Tracking is here defined as finding the temporal trajectory of an object through some
state-space. The object would here often be the human but it could also be different
body-parts as will be the case in Part II. The variables spanning the state-space are
very often the 3D location parameters in the space or 2D locations on the image
plane, but it could also be other parameters, e.g., color and shape. When tracking
people we have in each a number of predictions and a number of new measurements.
We need somehow to associate the measurements with the predictions in order to
assign a tracking ID to each new measurement. This is in general known as the data
association problem [5].

If we have a robust method for detecting people, then tracking is simply a matter
of concatenating the output of the detector. This approach is known as tracking-
by-detection and discussed in Chap. 4. Very often noisy and missing measurements
will appear and the tracking-by-detection framework cannot stand alone. For the
simple case where one person is tracked the Kalman filter framework has proven
successful in combining predictions with noisy measurements. In the case of multi-
ple people a multiple hypothesis approach will often form the tracking framework.
These frameworks are seriously challenged in the case of unexpected events, such
as new people entering the scene, people leaving the scene, people occluding each
other, objects occluding people, and bad segmentation (false positive and false neg-
ative). To complicate matters even more, it is sometimes desired to track people
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across non-overlapping cameras. A general solution to these problems is still far
away.

Detecting people entering and leaving can to some extent be handled using the
context of the scene, e.g., the fact that people do not just materialize or vanish,
but tend to use doors. Knowing the trajectories of the past can help foresee the
future, i.e. predicting where to search for people in the next frame. It might not be
possible to track people during an occlusion, but the trajectories of the people after
the occlusion can be compared with predicted trajectories to resolve ambiguities.
More generally we can have short-term trajectory fragments with a low probability
of error and view the tracking problem as a matter of merging these. Such trajectory
fragments are denoted tracklets and described in more detail in Chap. 6 together
with a method for tracking across multiple cameras.

If people stay occluded for some time even the notion of merging tracklets fails.
Also, sometimes a system needs to track people during interaction. In these cases
an appearance model of each individual is learned and updated online. Tracking can
then be handled using a pixel-based segmentation method where each pixel in the
input frame is compared with the different predicted appearance models of the dif-
ferent people. Alternatively, a generic tracker like template matching [9], mean-shift
[16] or level sets [17] can be applied. This is discussed further in Chap. 4. When oc-
clusion becomes a permanent situation, the individual is hard to track and instead we
can analyze the movement patterns of the group or crowd the individual belongs to.
This makes sense in applications where the objective is to understand for example
the flow of people in airports or at public gatherings like concerts or sport events.
Chapter 6 will discuss tracking in relation to groups and crowds.

1.3 Future Trends in Detection and Tracking

Pixel-based methods are point-based by nature and information about the neighbor
pixels do not come into play before the post-processing stage. Random fields (MRF,
CRF) or other approached to incorporate the spatial context is therefore an interest-
ing approach to enhance foreground segmentation. Another possible use of context
is to incorporate knowledge on the environment. If the 3D static environment and
illumination sources could be modeled, then information about the spectral reflec-
tion properties of each surface could allow for a perfect computer graphics ren-
dering of the current background. Combining this with dynamic information such
as the current level and direction of sun’s illumination would provide for a very
robust pixel-based method. As mentioned above, pixel-based methods are fast and
work well when the background can be modeled and updated. Moreover, during par-
tial occlusion, pixels-based methods can also have their merits. On the other hand,
object-based methods can operate without any scene knowledge, but are slower and
tend to fail during occlusions. It seems only natural to combine these approaches as
they can complement each other [17]. More of this can be expected in the future.

The sensor type plays a major role in detection and tracking. For example, a
standard color camera will stand very little chance of detecting and tracking a human
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in a pitch black scene, whereas a thermal camera will capture similar data no matter
whether it is night or day. For exactly this reason infrared cameras (often with their
own infrared lighting source) are becoming popular in surveillance scenarios and
other applications where the detection can be solved in hardware or simple software.
A good example of such an application is commercial motion capture equipment [4].
3D sensing is another strategy that might play an important role in future acquisition
systems. While different stereo solutions have been around for some time [14] a new
type of compact 3D measurement devices are emerging, the time-of-flight cameras
[2, 3]. They also provide 3D images of the scene, but using a more compact physical
device. Data from 3D sensors can make detection a trivial task. The resolution and
price of current time-of-flight cameras are still to be improved before becoming
widely used in computer vision. Another 3D sensor with a much better resolution
and lower price is the Kinect produced for Microsoft’s Xbox. This technology is
based on a structured light approach, where an infrared light pattern is cast onto the
scene and picked up by a calibrated infrared camera. Such technology has a limited
range of operation (usually less than 10 m) and requires that no other infrared light
sources are present. But when these requirements are met the Kinect as such, and
also the detecting and tracking software developed for the Xbox, seem like very
good candidates for many looking at people systems. Current surveillance cameras
often produce poor quality images due to issues like, low resolution, low frame-rate,
poor colors and hard compression. Using better cameras and perhaps combining
this with the new 3D capturing technologies is expected to help solve many of the
ambiguity in both detection and tracking—especially in situations where occlusion
is a problem.

Even though many data sets have been annotated and made publicly available,
the detection and tracking communities still lack very long test data to see if the
different algorithms can stand the test of time. It is very difficult to process a few
minutes of videos and then conclude how the detector/tracker operates after being
online 24/7/365. So far not many results on long sequences have been reported (1–
2 days) [10] and results on longer periods of time are only evaluated qualitatively.
What is needed is extremely long sequences, basically a whole year, to test the
effects of the changing seasons.
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Chapter 2
Beyond the Static Camera:
Issues and Trends in Active Vision

Murad Al Haj, Carles Fernández, Zhanwu Xiong, Ivan Huerta,
Jordi Gonzàlez, and Xavier Roca

Abstract Maximizing both the area coverage and the resolution per target is highly
desirable in many applications of computer vision. However, with a limited number
of cameras viewing a scene, the two objectives are contradictory. This chapter is
dedicated to active vision systems, trying to achieve a trade-off between these two
aims and examining the use of high-level reasoning in such scenarios. The chapter
starts by introducing different approaches to active cameras configurations. Later,
a single active camera system to track a moving object is developed, offering the
reader first-hand understanding of the issues involved. Another section discusses
practical considerations in building an active vision platform, taking as an example
a multi-camera system developed for a European project. The last section of the
chapter reflects upon the future trends of using semantic factors to drive smartly
coordinated active systems.
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2.1 Introduction

Many applications in the computer vision field benefit from high-resolution imagery.
These include, but are not limited to, license-plate identification [4] and face recog-
nition, where it has been observed that higher resolution improves accuracy [27]. For
other applications, such as identifying people in surveillance videos, having highly
zoomed images is a must. The problem with zoom control is that two opposing aims
are desirable: the first one is obtaining a maximum resolution of the tracked object,
whereas the second is minimizing the risk of losing this object. Therefore, zoom
control can be thought of as a trade-off between the effective resolution per target
and the desired coverage of the area of surveillance.

With a finite number of fixed sensors, there is a fundamental limit on the total area
that can be observed. Thus, maximizing both the area of coverage and the resolution
of each observed target requires an increase in the number of cameras. However,
such an increase is highly costly in terms of installation and processing. Therefore,
a system utilizing a smaller number of Pan–Tilt–Zoom (PTZ) cameras can be much
more efficient if it is properly designed to overcome the obvious drawback of having
less information about the target(s).

Toward this end, different works have investigated the use of PTZ cameras to
address this problem of actively surveying a large area in an attempt to obtain high-
quality imagery while maintaining coverage of the region [25]. Starting two decades
ago, the area of active vision has been gaining much attention, in an attempt to:
i) improve the quality of the acquired visual data by trying to keep a certain object
at a desired scale, and ii) react to any changes in the scene dynamics that might risk
the loss of the target.

Accurate reactive tracking of moving objects is a problem of both control and
estimation. The speed at which the camera is adjusted must be a joint function of
current camera position in pan, tilt and focal length, and the position of the tracked
object in the 3D environment.

This chapter deals with active vision systems, offering the reader hands-on expe-
rience and insights into the problem. Section 2.2 discusses the different design alter-
natives for active cameras configurations, such as the autonomous camera approach,
the master-slave approach and the active camera network approach, in addition to
touching upon the advantages that environment reasoning lends to the problem. In
Sect. 2.3, an autonomous camera system is designed, where the problem of jointly
estimating the camera state and 3D object position is formulated as a Bayesian es-
timation problem and the joint state is estimated with an extended Kalman filter.
The authors of this chapter had the opportunity to be part of a dedicated consortium
working on a European project, called HERMES, where an integrated platform in-
volving active cameras was built. Therefore, in Sect. 2.4, practical considerations
involved in building real-time active camera systems are discussed taking the HER-
MES platform as a case study. This chapter is concluded in Sect. 2.5, where the
lessons learned are summarized and the future directions are noted.
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2.2 Active Camera Configurations

The interest in active camera systems started as early as two decades ago. Beginning
in the late 1980s, Aloimonos et al. introduced the first general framework for active
vision in order to improve the perceptual quality of tracking results [3]. Since then,
numerous active camera systems have been developed. In this section, we take a
look at different approaches for configuring these systems.

2.2.1 The Autonomous Camera Approach

Autonomous cameras are those that can self-direct in their surrounding environ-
ment. Recent work addressing this topic includes that of Denzler et al., where the
motion of the tracked object is modeled using a Kalman filter. The camera focal
length that minimizes the uncertainty in the state estimation is selected [12]. The
authors used a stereo set-up, with two zoom cameras, to simplify the 3D estimation
problem.

A newer approach is described by Tordoff et al., which tunes a constant velocity
Kalman filter in order to ensure reactive zoom tracking while the focal length is
varying [26]. Their approach correlates all the parameters of the filter with the focal
length. However, they do not concentrate on the overall estimation problem, and
their filter does not take into account any real-world object properties.

In the work by Nelson et al., a second rotating camera with fixed focal length is
introduced in order to solve the problem of lost fixation [19].

The latter two works are primarily focused on zoom control and do not deal with
total object-camera position estimation and its use in the control process. An attempt
to join estimation and control in the same framework can be found in the work of
Bagdanov et al., where a PTZ camera is used to actively track faces [5]. However,
both the estimation and control models used are ad hoc, and the estimation approach
is based on image features rather than 3D properties of the target being tracked.

2.2.2 The Master/Slave Approach

In a master/slave configuration, a supervising static camera is used to monitor a wide
field of view and to track every moving target of interest. The position of each of
these targets over time is then provided to a foveal camera, which tries to observe the
targets at a higher resolution. Both the static and the active cameras are calibrated to
a common reference, so that data coming from one of them can be easily projected
onto the other, in order to coordinate the control of the active sensors.

Another possible use of the master/slave approach consists of a static (master)
camera extracting visual features of an object of interest, while the active (slave)
sensor uses these features to detect the desired object without the need of any train-
ing data. In this case, features should be invariant to illumination, viewpoint, color


