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While in principle everything may be under
strict control within the machine, the remote
space-time surroundings are in the general
case known to the system by extrapolation
only, that is predicted with some uncertainty.
As psychological functionalism, when
actually carried out, has thus been found to
be forced into probabilism, a cybernetics
with ecological involvement must contain
probabilistic elements. – Egon Brunswik,
1950



Preface

This work was created from the statement “But, all you have to do is make the robot
recognize its surroundings. Salamanders do it, and how complex are they?” Little
did we know what a long path was started with those simple words. This book is
a small step on that path, which we hope leads to robots that can serve as true and
useful assistants to humans. At the least, we hope for some help with the tasks that
are described by the 3 d**** words (dull, dirty, or dangerous).

Fair warning, this work is a synthesis of ideas from many disciplines. As such,
we have depended on the work of many other researchers and philosophers. The
heart of this work, the lens model, comes from the work of Egon Brunswik. Even
though he died in the 1950’s, his ideas are still strong enough to resonate into the
2000’s and into our robot. Another researcher who’s work has greatly influenced
this work is Walter Freeman, Professor Emeritus of Neurobiology at the University
of California, Berkeley. We have relied heavily on his work on preafference and
attention to guide the development of our robot. In addition, we have used research
from a myriad of different fields. Our huge thanks to all the researchers who’s work
we used to synthesize this new theory.

Denver, CO Louise F. Gunderson
July 2008 James P. Gunderson
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Chapter 1
Introduction

Where is my robot?
You know - the one that acts like the ones in the movies; the one that I just tell

what to do, and it goes out and does it. If it has problems, it overcomes them; if
something in the world changes, it deals with the changes. The robot that we can
trust to do the dirty, dangerous jobs out in the real world - where is that robot? What
is preventing us from building and deploying robots like this? While there are a
number of non-trivial and necessary hardware issues, the critical problem does not
seem to be hardware related. We have many examples of small, simple systems that
will (more or less) vacuum a floor, or mow a lawn, or pick up discarded soda cans
in an office. But these systems have a hard time dealing with new situations, like a
t-shirt tossed on the floor, or the neighbor’s cat sunning itself in the yard. We also
have lots of teleoperated systems, from Predator aircraft, to deep sea submersibles,
to bomb disposal robots, to remote controlled inspection systems. These systems
can deal with changes to the world and significant obstacles provided that one or
more humans are in the loop to tell the robot what to do.

So, what happens when a person takes over the joystick, and looks through the
low-resolution, narrow field of view camera of a perimeter-patrol security robot?
Suddenly, where the robot was confounded by simple obstacles and easy to fix situ-
ations, the teleoperated system is able to achieve its goals and complete its mission.
This is despite the fact that in place of a tight sensor-effector loop, we now have a
long delay between taking an action and seeing the results (very long in the case of
NASA’s Mars rovers). We have the same sensor data, we have the same effector ca-
pabilities, we have added a massive delay yet the system performs better. Of course,
it is easy to say that the human is just more intelligent (whatever that means), but
that does not really answer the question. What is it that the human operator brings
to the system?

We believe that a major component of the answer is the ability to reify: the ability
to turn sensory data into symbolic information, which can be used to reason about
the situation, and then to turn a symbolic solution back into sensor/effector actions
that achieve a goal. This bridging process from sensor to symbol and back is the
focus of this book. Since it is the addition of a human to the system that seems to

1
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enable success, we draw heavily from current research into what biological systems
(primarily vertebrates) do to succeed the world, and how they do what they do.
We look at some research into cognition on a symbolic level, and research into the
physiology of biological entities on a physical (sensor/effector) level. From these
investigations we derive a computational model of reification, and an infrastructure
to support the mechanism. Finally, we detail the architecture that we have developed
to add a reification to existing robotic systems.

1.1 Bridging the Gap

There has long been a gulf between artificial intelligence researchers who focus on
deliberative symbol manipulation and those who focus on embedding control sys-
tems into robots. Much of this gulf has been ascribed to the different approaches,
working from the symbolic down versus working from the control system up. The
general consensus has been that as the two ends work toward the middle, the gulf
will narrow and narrow until it disappears. Underlying both these beliefs is the as-
sumption that once the core research is addressed, it will just be a matter of pushing
the research frontier toward the opposing viewpoint until they meet. If one contin-
ues the bottom up (or top down) approach long enough, eventually one gets to the
top (or bottom) and the complete problem is solved. However, recent research has
suggested that the gulf may not be bridgeable by work from either side, rather it may
require a specific research approach that is different from either the sensor-based or
the symbolic domains.

From the viewpoint of the embedded systems approach, the critical task is the
recognition of physical and perceptual cues, while mapping those cues onto a sym-
bol system is outside the scope of the research. From the point of view of the delib-
erative approach, a symbol manipulation system is developed, and it is outside the
scope of the symbol system to recognize the physical and perceptual characteristics
that define the thing referred to by the symbol. A purely deliberative system might
be manipulating abstract strings such as ‘block’ and ‘red’. These abstract symbols
have no meaning other than the allowed manipulations in the symbol system. How-
ever, if these symbols are meant to refer to real-world objects or characteristics (e.g.,
if the things referred to have concrete or material existence) then the symbols must
correspond to objects in the real world to be effectively used. In recent research
the terms symbol grounding and symbol anchoring have been used to describe the
process as well.

In a recent paper by Coradeschi and Saffiotti[38], the argument is made that the
Symbol Grounding problem, as presented by Harnad[93], has features in common
with Pattern Recognition. Coradeschi and Saffiotti argue that these two problems
have an area of overlap (See Figure 1.1A), which also overlapped with the anchoring
problem. However, it is more likely that there is in fact no such area of overlap,
and that the process of anchoring or reification spans the gap between these two
domains, as in Figure 1.1B.
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The term reification is taken from philosophy and is defined[134] as “the process
of regarding or treating an abstraction or idea as if it had concrete or material exis-
tence.” Reification is a two way process, because there are two primary information
flows that must be maintained to effectively connect symbols to objects: one is the

symbols onto the objects. This problem is compounded by the fact that a symbol
system typically does not have direct access to the objects in the physical world
except via the mediation of the perceptual system.

1.1.1 Bidirectional Mapping

To be effective the reification bridge must be capable of answering two fundamental
questions:

1. How will symbols appear in the my sensors; and
2. How will this sensor pattern correspond to a symbol?

These correspond to the two functions that a reification system must provide (See
Figure 1.2). If the deliberative system has a reachable goal to achieve and a col-
lection of operators that it can apply to modify the world, it can (with sufficient
time and computational resources) find a sequence of actions or set of behaviors to
achieve that goal. This has been a solved problem since the earliest days of artifi-

Pattern
Recognition

Symbol
GroundingAnchoring

A

Pattern
Recognition

Symbol
GroundingReification

B

Fig. 1.1 Possible relationships of pattern recognition, symbol grounding, and reification. In A,
the problem of anchoring symbols to sensor/action patterns should be approachable by either top-
down or bottom-up improvements. However, in B the problem cannot be solved by either top-down
or bottom-up approaches, since there is no area of overlap. Rather, a third approach is required,
one that solves the reification problem first, which then provides the bridge between symbol and
sensors.

flow from objects in the physical world onto the symbols, the second is from the
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cial intelligence research. However, to achieve this goal in the real world the system
must be capable of finding the things in the real world needed to achieve each of
the actions. It is one thing to produce the step “Pick up the red block from on top
of the blue table,” it is quite another know what the sensor pattern that corresponds
to the symbols will appear like to its sensors; to find the red block in the real world
and grasp it. To be effective, the system needs the ability to build a sensor map that
corresponds to the expected state of the things in the real world. This map must
correspond to the symbols in the internal model. This is the process of determining
how symbols will appear in sensor data, and is one necessary function. The biologic
equivalent of this ability is preafference which will be discussed in detail in Chapter
3.1.2.

The second necessary function is the ability to create symbols out of the sen-
sor data. If one has a robot tasked to deliver mail around the office, it needs to be
capable of noticing the stairs as stairs, not as a series of parallel lines on a level
floor. Failure to correctly put the sensor data into a semantic context can result in
the robot tumbling down the stairs, when it thought it was simply crossing a deco-
ration on the floor. Without this ability, it is not possible for the perceptual system
to recognize exogenous changes to the world, which must be recognized to either
take opportunistic advantage of conditions or to avoid problems which crop up after
the plan has been put into effect. This is the symbol grounding problem, which we
call recognition, and will also be discussed in more detail later. These two basic
functions seem to be features common to almost all vertebrate brains. So it seems
reasonable to begin by looking at the research into primitive vertebrate cognition.

1.2 Reification and Preafference in Biological Entities

For any species to survive, the members of that species must be able to sense and
manipulate their environment so as to find food, avoid predators, and reproduce.
In the case of vertebrate species, these survival mechanisms require the ability to
map sensory data onto a neuronal representation, and to take the resulting behav-
ior choices and map those onto motor actions. They must perform this bidirectional

Fig. 1.2 Reification provides
a bidirectional mapping be-
tween the symbol system used
by the deliberative system and
the sensor based system.
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mapping between the sensory-motor systems and the (potentially primitive) delib-
erative system. Discussing only the problem of finding food, they must be able to
discover how their perceptions of the environment relate to the presence of food.
For extremely simple, non-vertebrate species (e.g., amoebas) this might be a purely
reactive mapping between chemical sensors on the surface and a gradient ascent
behavior. However, for more complex (e.g., vertebrate) species, there is a mapping
between the perception of sensory information, and some neuronal representation
that is manipulated to assure survival. This is the process of recognition. Conversely,
this vertebrate organism must be able, after sensing hunger, to know what features
of the environment to use in the search for food. Current research indicates that this
is done by priming the sensory cortex with the sensations to expect after taking goal
directed action. This is the process of preafference. The combiniation of these two
processes is called reification. Both of these processes are discussed in more detail
later.

While it is clear that humans can reify, it has been argued that more primitive
biological entities are simply “hardwired” reactive systems - they simply respond to
a stimulus without any cognition. However, it can be postulated that, in a changing
environment, an organism that relies only on an inherited reactive system will be at a
disadvantage to one that can reify. If this is true, one would expect to see reification
in very primitive organisms. This leads to the question “How complex does a brain
have to be before it can reify?”

Salamanders have been used for decades by scientists researching brain function.
While the nervous systems of all vertebrates have a common structural plan, the
salamanders and their allied species have preserved a type of brain structure which
closely resembles that of the most primitive amphibians[97]. These brains have most
of the critical functional areas that are shared by all vertebrates, yet their brains are
simple enough to allow clear research results. For example, amphibians do have
specialized, hardwired prey recognition cells, which allow for the recognition of an
object as potential prey[172]. This would suggest that they have the structure of a
hardwired reactive system. However, at least one amphibian, the tiger salamander,
can be trained to recognize a new scent, which implies that they are capable of
reification of new sensory input[51]. Reification occurs at a very low level in the
vertebrate brain. The reification methodology described in this book is guided by
the example of these very primitive brains. It will be described in more detail in
Chapter 3.

1.3 More Advanced Brains

Of course, it might be claimed that these simple creatures use this primitive process,
but we humans are more sophisticated and rely on a more advanced mechanism to
do the same thing. One of the reasons that the tiger salamander brain was chosen
as a model, is that the core functions of all mammalian brains (including ours) have
the same structural components as this primitive brain. It is clear that humans have
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some sort of a reification mechanism. Artists have long known that we interpret vi-
sual images into familiar (if distorted) representations. One practice to overcome
this mapping from the distal image to a distorted proximal image is to inverting the
images, and then draw the upside down image. This allows the artist to duplicate
what is actually there, rather than the interpreted image. Psychologists and philoso-
phers have addressed this non-conscious automatic mechanism for much longer than
artificial intelligence has been a discipline:

We do not see patches of color, but trees and houses; we hear, not indescribable sound, but
voices and violins[119].

It is clear that, in humans, the conscious mind deals not with low-level sensor data,
but with symbols. It is also clear that when we look for things in the environment we
do not look for “three orthogonal rectilinear surfaces of similar dimension, with a
reflective electromagnetic signal with a wavelength of approximately 650 nanome-
ters.” Instead we look for the red block, and some non-conscious mechanism trans-
lates this into the sensory/perceptual indicators that can be used to recognize the
block when we see it.

1.4 What This Book Is and What It Is Not

In this book, we construct a framework that can be used for the construction of a
biologically principled cybernetic brain. We use a mathematical model from cog-
nitive science to construct the Reification Engine. Freeman, among others,
has proposed that only a true working neuronal model of a brain can extract seman-
tics from sensory information[70]. While such a neuronally based model might be
necessary to build a human level intelligence, we believe that for simpler intelli-
gences, this level of fidelity is not required. Therefore, this book does not contain an
attempt to build a working neuronal model. Readers who are interested in that type
of work should look at work by Kosma[117] or Edelman[61], among others.

However, we do not believe that it is sufficient to simply describe an architecture
or a framework that might achieve a gain in intelligence. There is an enormous
gulf between the design and the reality, and the discipline of engineering is based
on bridging that gulf. Except where we specifically call out otherwise, all of the
theories and designs we present have been encoded and tested on an actual robot.
We have found that the practice of embodying the architecture has exposed problems
that can cause the design to fail. Among the aspects of the design that we have not
yet implemented is the learning side of the overall loop.

In addition, in order to be able to proceed with confidence and make claims
about the ability of the system, it is necessary to have complete confidence in the
underlying system. During the development of the software and hardware we have
made extensive use of automated testing. In addition we have done testing in the
robot’s ecosystem. If the test case requires the robot to travel across the room, and
return, we must wait, patiently (or not), for the robot to trundle there and back again.
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We feel that this level of testing is required to demonstrate that reification gives a
robot enough semantic intelligence to reason effectively and achieve goals in the
real world.

1.5 Structure of the Book

The first two chapters examine the clues provided by the brain structure of living
systems. In Chapter 2, we discuss some background material in biology and prob-
ability that is needed for the next chapter, in which we discuss the brain structure
of land vertebrates. Chapters 4 – 5 describe the computational framework needed
to support the Reification Engine and look at the embodiment of sample
robots. A cognitively based mathematical model, taken from the work of Egon
Brunswik, is described in Chapter 6. This is used to produce the design of the
Reification Engine which will be used to bridge the gap from the ‘world-
as-perceived’ to the ‘world-as-modeled’. We merger current research by cognitive
scientists, neurophysiologists, and researchers into artificial intelligence with this
model in Chapter 7 to complete the design for the Reification Engine. In
Chapters 8 – 10, the remaining cognitive structures required for a cybernetic brain
(memory and a deliberative system) are discussed. In Chapter 11, the construction
of the cybernetic brain from its constituent parts is discussed. In Chapter 12, we
discuss the unit testing used in the construction of the brain and the specific robotic
testing done to validate the claims of this book. Finally, in Chapter 13, we draw con-
clusions and discuss future work. This future work includes the need for the robotic
system to be able to learn from and adapt to changes in the world, including the
ability to add new types of knowledge to its model of the world, and to be able to
recognize and reason about new objects, tasks, and goals.

1.6 A Note on Typefaces and Terminology

The construction of the reification system draws on research from many different
disciplines, and each of these has its own terminology. Regardless of the background
of the reader, there will almost certainly be terms of art used in this book that are
unfamiliar. We have tried to compile a glossary of the less well known terms, and
when a term of art is introduced, we have generally called it out by using emphasis.
If the term is unfamiliar, please take a quick look at the glossary (located just before
the reference section), to make sure that we are using it in the way you expect.
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1.6.1 Anthropomorphization

Anthropomorphization is defined as “The attribution of human motivation, charac-
teristics, or behavior to nonhuman organisms or inanimate objects.” As you read
this you will see that we often refer to the robots as ‘he’ or ‘she.’ This is due to a
number of things, but high on the list is the fact that humans ascribe human charac-
teristics to many of the inanimate objects in their environments. If we treat our cars
as human-like, how much more should we anthropomorphize the human-like robots
that we are attempting to create. This process has one significant effect: it defines
our expectations of the object. Since we are designing an intelligent, autonomous
robot, we have similar expectations of the behavior of the robot and the behavior of
a servant. We will try to keep it to a minimum, but I am sure we will miss a few
references.

Trying to keep track of the many aspects of the biologically inspired design, the
implementation, and the concepts can be difficult. This is especially true when we
may be referring to a term from neuroanatomy, one from psychology, and a similar
one from the actual software that we built to embody the mechanism, all in the same
sentence. We have tried to be consistent with the use of different typefaces to call
out the various aspects. In general:

• Normal text is used for the body of the work, and for most psychological or
neuroanatomical terms, once they have been introduced;

• Italics are used to introduce a new term, or to set off the concept from the thing;
• Typewriter face is used when we are referring to a software component;

and finally,
• ‘single quotes’ are used to indicate a conceptual entity as opposed to the physical

thing it refers to, and to set off one term from another, when the context is so
complex that we need an additional mechanism (we have tried to keep this to a
minimum, really).



Chapter 2
Some background material on probability and
biology

In this book, we build a cognitive model that can deal with an uncertain and con-
stantly changing universe. We have ample evidence that living organisms have this
ability, and rely on it for daily survival. Rather than reinventing biology whenever
possible, we use living creatures, such as salamanders or other primitive land verte-
brates, to act as the design guide for the cognitive modules that must be present to
create a successful autonomous robot. However, in order to take advantage of these
biological examples, some of the basic assumptions that underly biology must also
be discussed. The focus of this chapter is summarized by the following questions:

• How do living systems deal with a probabilistic universe?
• How can we discuss these models in a principled way?
• If we are going to use living systems as our guide, why use salamanders and rats

instead of humans?

2.1 Layout

The general layout of this chapter is this: In Section 2.2, the features of the real
world that make a probability-aware system important are discussed. Since all nat-
ural organisms live in this probabilistic environment, it makes sense to look at how
these systems achieve the kind of performance that we desire in our robots. How-
ever, if we are going to derive our design from these biological entities, we need to
explore the concept of a biologically principled argument, rather than the engineer-
ing approach of a mathematically principled argument. The need for a biologically
principled argument is discussed in Section 2.3. The way in which an argument can
be constructed to make it biologically principled is presented in Section 2.4. Finally,
The reasons that we believe our model to be biologically principled are discussed.
This section also includes a discussion of the conservation of the traits that are im-
portant to the success of a species in a dynamic and uncertain environment, and we
will take a brief look at why we have chosen a biologically principled path, rather
than using a mathematically principled mechanism..
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