INTEGRATING

NEUROCOMPUTING WITH
ARTIF ICIAD INIELLIGENCE

 Edited By-/ LR <)
Abhlshek Kumar Pramod Slngh Rathore






Integrating Neurocomputing
with Artificial Intelligence



Scrivener Publishing
100 Cummings Center, Suite 541]
Beverly, MA 01915-6106

Publishers at Scrivener
Martin Scrivener (martin@scrivenerpublishing.com)
Phillip Carmical (pcarmical@scrivenerpublishing.com)


mailto:martin@scrivenerpublishing.com
mailto:pcarmical@scrivenerpublishing.com

Integrating Neurocomputing
with Artificial Intelligence

Edited by
Abhishek Kumar
Pramod Singh Rathore
Sachin Ahuja

and

Umesh Kumar Lilhore

7

évener

Publishing

WILEY



This edition first published 2025 by John Wiley & Sons, Inc., 111 River Street, Hoboken, NJ 07030, USA
and Scrivener Publishing LLC, 100 Cummings Center, Suite 541], Beverly, MA 01915, USA

© 2025 Scrivener Publishing LLC

For more information about Scrivener publications please visit www.scrivenerpublishing.com.

All rights reserved. No part of this publication may be reproduced, stored in a retrieval system, or
transmitted, in any form or by any means, electronic, mechanical, photocopying, recording, or other-
wise, except as permitted by law. Advice on how to obtain permission to reuse material from this title
is available at http://www.wiley.com/go/permissions.

Wiley Global Headquarters
111 River Street, Hoboken, NJ 07030, USA

For details of our global editorial offices, customer services, and more information about Wiley prod-
ucts visit us at www.wiley.com.

Limit of Liability/Disclaimer of Warranty

While the publisher and authors have used their best efforts in preparing this work, they make no rep-
resentations or warranties with respect to the accuracy or completeness of the contents of this work and
specifically disclaim all warranties, including without limitation any implied warranties of merchant-
ability or fitness for a particular purpose. No warranty may be created or extended by sales representa-
tives, written sales materials, or promotional statements for this work. The fact that an organization,
website, or product is referred to in this work as a citation and/or potential source of further informa-
tion does not mean that the publisher and authors endorse the information or services the organiza-
tion, website, or product may provide or recommendations it may make. This work is sold with the
understanding that the publisher is not engaged in rendering professional services. The advice and
strategies contained herein may not be suitable for your situation. You should consult with a specialist
where appropriate. Neither the publisher nor authors shall be liable for any loss of profit or any other
commercial damages, including but not limited to special, incidental, consequential, or other damages.
Further, readers should be aware that websites listed in this work may have changed or disappeared
between when this work was written and when it is read.

Library of Congress Cataloging-in-Publication Data
ISBN 9781394335688

Cover image: Generated with Al using Adobe Firefly
Cover design by Russell Richardson

Set in size of 11pt and Minion Pro by Manila Typesetting Company, Makati, Philippines
Printed in the USA

10 987 654321


http://www.scrivenerpublishing.com
http://www.wiley.com/go/permissions
http://www.wiley.com

Contents

Foreword xiii
Preface XV
1 Integrating Fog Computing with AI Model

on Decision Making for Distribution of Energy Management 1
Prajwal Hegde N., Parvathi C., Ajay Malpani,
D. Suganthi and Priya Batta

1.1 Introduction 2
1.2 Methodology 3
1.2.1 Energy Management Using a Cloud-Fog Hierarchical

Architecture 3

1.2.2  Units Terminal 4

1.2.3 Operating Fog Layers 4

1.2.4 Operation of the Cloud Layer 5

1.3 Modelling of Different Distribution Network Stakeholders 7
1.3.1 Consumers’ Usefulness Model 7

1.4 Results 8
1.4.1 Operating a Fog Computing System 8

1.4.2 Computing Operation Cloud 10

1.5 Conclusions 12
References 12

Construction and Simulation of Hybrid Neural Network

and LSTM to Language Process Model 15
Kiran Sree Pokkuluri, Ramakrishna Kolikipogu,

K.S. Chakradhar, Rama Devi P. and Mamta

2.1 Introduction 16
2.2 Convolutional Neural Network 19
2.2.1 Operation Unit and Basic CNN 19
2.2.2  Standard CNN Model 21
2.2.3 Model of Stacking Structure 22



vi

CONTENTS

2.2.4 Structure Model for Networks Within Networks
2.2.5 Model for the Attention Mechanism
2.2.6 Model for Free-Motion Learning
2.3 Construction and Simulation of Hybrid
CNN-LSTM Language Processing Models
2.3.1 Language Dispensation Model Construction:
Hybrid CNN/LSTM
2.3.2 An LSTM and CNN-Based Hybrid Model for
Language Processing is Being Simulated
2.4 Conclusion
References

An Approach to Ensure the Safety of Industry 4.0 Mobile
Robots
P. Balaji Srikaanth, Rajeshwari M. Hegde,
Ramachandra V. Ballary, Poornachandran R.,
R. Senthamil Selvan and Amandeep Kaur
3.1 Introduction
3.2 Methodology
3.2.1 Mobile Robots IN Smart Enterprises
3.2.2  Cyber-Physical Systems
3.2.3 Internet of Robotic Things
3.2.4 Using SDN to Improve Cyber-Physical System
Security for Mobile Robotics Industry 4.0
3.3 Proposed Real-Time Attack of Data Classification
3.3.1 Auto-Manufacturing IORT and COBOTS
3.3.2 Attacking Node Termination for Human Security
3.4 Results
3.5 Conclusion
References

Feature Extrusion and Categorization of Disease by Hybrid
Neuro-Fuzzy Computing
Manideep Yenugula, K.S. Chakradhar, Makhan Kumbhkar,
D. Victorseelan and Rupinder Karur
4.1 Introduction
4.2 Methods and Materials

4.2.1 Procedure for Linguistic Fuzzing

4.2.2 Principal Component Analysis
4.3 Features Extraction Model-Based Linguistic Neuro-Fuzzy
4.4 Results
4.5 Data Analysis Using Statistics

22
23
23

24

24

25
29
31

33

34
35
36
37
38

38
40
41
43
44
45
45

49

50
52
52
53
55
58
62



CONTENTS

4.6 Conclusion
References

Al Based Neuromorphic Vision to Control the Robotic
Drilling Machine
Venkat Namdev Ghodke, Rajeshwari M. Hegde,
Ramachandra V. Ballary and R. Senthamil Selvan
5.1 Introduction
5.2 Setup for Robotic Drilling
5.2.1 Geometrical Tool and Hand-Eye Calibration
5.3 A Sensor for Neuromorphic Vision
5.4 Multi-View Neuromorphic Event-Based Work Piece
Localization
5.5 Hole Detection with Neuromorphic Events
5.6 Robotic Vision Controller
5.7 Results and Experiment Validation
5.7.1 Protocol and Preparation for Experiments
5.7.2 Localize 6-DOF Work Piece
5.7.3 Finding Neuromorphic Holes
5.7.4 Performance Drilling Nutplate Holes
5.8 Conclusion
References

Design and Development of AI Neuromorphic to Control
the Autonomous Driving System
J. Balamurugan, Mohammed Mahaboob Basha,
Mamatha Bai B. G., J. A. Jevin, Rakesh Bharti
and R. Senthamil Selvan
6.1 Introduction
6.2 Methodology
6.2.1 An Architecture for Neural Engineering
6.2.1.1 First Principle—Image
6.2.1.2 Principle 2—Metamorphosis
6.2.2 Kinematic Bike Model
6.2.3 Detectors of Paths
6.2.4 Virtual Setting for Simulation
6.3 Results
6.3.1 Controller for Pure-Pursuit
6.3.2 Stanley Controls
6.4 Discussion
References

vii

65
66

69

70
73
74
75

76
76
78
78
78
80
81
83
83
84

87

88
89
89
89
90
91
92
92
93
94
97

100
101



viii

7

CONTENTS

Design of Brain-Computer Interface System to Develop
Humanoid Robot
R. Raffik, K. Senthilkumar, A. Sakira Parveen, K. Akila,
B. Sabitha and P. Magudapathi
7.1 Introduction
7.2 Methodology
7.2.1 Proposed BCI Telepresence System Structure
7.2.2 Participants
7.2.3  Electroencephalography
7.2.4 Calibration Session
7.2.5 Feedback Session
7.2.6 EEG Signal Filtering
7.2.7 Demonstration-Based Programming
7.3 Results
7.4  Discussion
7.5 Conclusion
References

Al-Based Neural Network Used to Enhance the Decision-

Making System to Improve Operational Performance
G. Naga Rama Devi, Manthena Swapna Kumari,
Vijaykumar S. Biradar, Manish Maheshwari,
Subramanian Selvakumar and Jenita Subash
8.1 Introduction
8.2 Methodology
8.3 Conceptual Model
8.3.1 A Model for SEM Research
8.3.2 Artificial Neural Network Studies
8.4 Results
8.4.1 Data Gathering and Sample
8.4.2 ANN Implementation
8.5 Conclusion
8.5.1 Contribution to Theory
8.5.2 Methodological and Empirical Contributions
References

Simulation and Implementation of English Speech
Recognition by NLP

K. Kavita, K. Suresh Kumar, Sridevi Dasam

and Kiran Sree Pokkuluri

9.1 Introduction

105

106
107
107
108
109
109
110
112
113
115
117
118
119

123

124
126
127
127
131
132
132
132
134
134
135
136

139

140



CONTENTS ix

9.2 Methodology 142
9.2.1 Practice of Oral English Using Speech Recognition 142
9.2.2 Error Correction and Voice Scoring 148
9.2.3 Deep Learning in NLP-Specific Applications 151

9.2.3.1 Application Process 151
9.2.3.2 Evaluation of Practical Metrics 152

9.3 Result 153

9.4 Conclusion 155
References 156

Deep Learning-Based Neuro Computing to Classify

and Diagnosis of Ophthalmology by OCT 159
D. Arul Pon Daniel, Santhana Sagaya Mary A.

and S. Chidambaranathan

10.1 Introduction 160
10.2  Methodology 162
10.2.1 The Training and Labeling of Images 162
10.2.2  Progress in Intelligent System Development 163
10.2.3 Evaluation of Performance 164
10.3 Results 165
10.4 Discussion 169
10.5 Conclusions 171
Bibliography 171

Deep CNN-Based Multi-Image Steganography: Private Key 175
S. Pavan Kumar Reddy, K. Suresh Kumar, Madhu G.C.
and Pavitar Parkash Singh

11.1 Introduction 176
11.2  Works in a Related Field 178
11.3 Methodology 179
11.3.1 Net Concealment 181
11.3.2 Network Reveals 182
11.3.3 Training 183
11.4 Results 183
11.4.1 Analysis Model 183
11.4.2 Steganalysis Robustness 185
11.4.3 Noise Effects 187
11.5 Conclusion 188

References 189



X

12

13

CONTENTS

Automatic Classification of Honey Bee Subspecies
by Al-Based Neural Network
B. Sai Chandana, Ravindra Changala, R. Sivaraman
and Anand Bhat B.
12.1 Introduction
12.2  Methodology
12.2.1 Morphometrical Analysis, Colony Samples,
and Wing Pictures
12.2.2  Utilizing AI for Image Processing
12.2.3 Models for Recognition and Instruction
12.2.4 Evaluation
12.3 Results
12.3.1 Analysis of the Model
12.3.2  Evaluation Using the Morphometric Approach
12.4 Discussion
References

Acoustic Modeling and Evaluation of Speech Recognition
by Neural Networks
Y. Ramadevi, K. Suresh Kumar, Venkata Pavankumar
and G.N.R. Prasad
13.1 Introduction
13.2  Related Work
13.2.1 Spiking Neural Networks
13.2.2 Automatic Speech Recognition with Large
Vocabulary
13.2.3 Spiking Neural Network Speech Recognition
13.3 Methodology
13.3.1 Model of Spiking Neurons
13.3.2 Neurocoding Arrangement
13.3.3 Deep SNN Training with Tandem Learning
13.3.4 The SNN-Based Acoustic Model
13.4 Results and Discussion
13.4.1 TIMIT Corpus Phone Recognition
13.4.2 Librispeech Corpus Experiments Using LVCSR
13.4.3 SNN-Based ASR Systems Energy Efficiency
13.5 Conclusion
Bibiliography

191

192
193

193
194
194
197
197
197
201
201
204

207

208
210
210

211
213
214
214
216
217
218
219
219
220
220
223
223



CONTENTS Xxi

14 Brain-Computer Interface for Humanoid Robot Control
Adaptation 227
B. Sai Chandana, K.S. Chakradhar, T. Rajasanthosh Kumar
and Makhan Kumbhkar

14.1 Introduction 228
14.2  The System Architecture 229
14.2.1 BCI Based on SSVEP 231
14.2.2 Adaptable Hierarchy 232
14.2.3 Robot and Software for Robots 234
14.3 Procedure for Experimentation 235
14.4 Results 236
14.5 Conclusion 239
References 240

15 Evaluation and Validation of Type 1 Diabetes Clinical Data
by GAN 243
Robin Rohit Vincent, Senthilkumar Moorthy, F. Nisha
and Soumya

15.1 Introduction 244
15.1.1 Modern Technology 245
15.1.2 Metabolic Syndrome 246
152 Methodology 247
15.2.1 Gathering and Preparing Data 247
15.2.2 Networks of Generative Adversaries 247

15.2.3 Enhanced Nighttime Data-Based Sugar Lows
Predictor 249
15.3 Methods of Evaluation 251
15.4 Results 252
15.5 Discussion 257
15.6 Conclusion 258
References 259

16 Exploring Neuromorphic Computing with Deep Learning:
Unveiling Opportunities, Applications, and Overcoming

Challenges 261

Yogesh Kumar Sharma, Smitha, Shaik Saddam Hussain

and Leena Arya

16.1 Introduction 262

16.2 Neuromorphic Deep Learning Algorithms 267
16.2.1 Spiking Neural Networks 267

16.2.2 Spike-Based Quasi-Backpropagation 269



xii CONTENTS

16.2.3
16.2.4
16.2.5
16.2.6

Mapping with a Pretrained Model
Reservoir Computing
Evolutionary Approaches
Non-Deep Learning Algorithms

16.3 Neuromorphic vs. Deep Learning Algorithms
16.4 Areas of High-Impact Studies

16.4.1
16.4.2
16.4.3

16.4.4
16.4.5
16.4.6
16.4.7

Neuromorphic Hardware
Neuroscience
Epidemiological Simulations
16.4.3.1 Mobility
High-Energy Physics

Power Electronics

Health Sciences

Smart Automation

16.5 Challenges and Opportunities
16.6 Conclusion
References

17 Quantum Neurocomputing: Bridging the Frontiers

of Quantum Computing and Neural Networks

Smitha, Yogesh Kumar Sharma, Muniraju Naidu Vadlamudi

and Leena Arya

17.1 Introduction

17.2  Quantum Computation

17.3 Quantum Machine Learning Technique

17.3.1

17.3.2 Quantum-Enhanced Reinforcement Learning

17.3.3

Applying Machine Learning Techniques

in Quantum Computers

Quantum Annealing

17.4 Quantum Neural Networks

17.4.1
17.4.2
17.4.3
17.4.4
17.4.5

Quantum Perceptrons
Quantum Networks
Quantum Associative Memory

Quantum Convolution Neural Network

Dissipative Quantum Neural Network

17.5 Conclusion and Future Directions
References

Index

270
271
271
272
273
274
275
276
276
277
277
277
278
278
279
280
280

287

288
289
291

293
293
294
294
296
298
300
300
301
302
303

307



Foreword

The convergence of neurocomputing and artificial intelligence (AI) marks
a transformative era in computational sciences. As Al continues to evolve,
its intersection with neurocomputing has paved the way for brain-inspired
models, cognitive computing, and adaptive intelligence, leading to ground-
breaking applications across various industries. This book, Integrating
Neurocomputing with Artificial Intelligence, provides a timely and compre-
hensive exploration of this emerging domain, offering insights into both
foundational theories and cutting-edge advancements.

In the current technological landscape, AI has made significant strides
in machine learning, deep learning, reinforcement learning, and natural
language processing. However, despite these advancements, conventional
Al systems often struggle with energy efficiency, real-time adaptability,
and cognitive reasoning, areas where neurocomputing plays a crucial role.
Neurocomputing, inspired by the structure and function of biological neu-
ral networks, provides novel computational paradigms that aim to mimic
the brain’s learning, perception, and decision-making abilities. This book
delves into the integration of these fields, showcasing how neuromorphic
computing, brain-inspired AI, and hybrid models can create more effi-
cient, intelligent, and sustainable systems.

The chapters in this volume bring together leading researchers, engi-
neers, and industry experts, presenting a multidisciplinary perspective on
topics ranging from neuromorphic architectures, spiking neural networks
(SNNs), bio-inspired computing, and hybrid AI models to their appli-
cations in healthcare, robotics, autonomous systems, cybersecurity, and
smart environments. This compilation not only highlights state-of-the-
art research but also underscores the challenges and opportunities that lie
ahead in building more adaptive, interpretable, and scalable Al systems.

As industries increasingly adopt AI-driven solutions, the need for brain-
like intelligence, real-time decision-making, and computational efficiency
has never been more critical. This book serves as an essential resource for

xiii



xiv. FOREWORD

academicians, professionals, and students seeking to understand and con-
tribute to the rapidly evolving field of Al-integrated neurocomputing.

I commend the editors and contributors for their remarkable effort
in compiling this insightful volume. I am confident that Integrating
Neurocomputing with Artificial Intelligence will inspire researchers, inno-
vators, and practitioners to explore new frontiers in intelligent computing,
ultimately shaping the future of AI-driven technologies.

Dr. Rashmi Agrawal

Professor and Associate Dean, School of Computer Applications,

Manav Rachna International Institute of Research and Studies (MRIIRS),
Faridabad, India



Preface

This book is organized into seventeen chapters. In Chapter 1, energy
management in modern smart grids requires intelligent decision-making
systems that optimize energy distribution and consumption. This chapter
explores the synergy between fog computing and Al-driven energy mod-
els, presenting an architecture that enhances energy distribution efficiency.
Using machine learning and neural networks, the authors demonstrate an
advanced cloud-fog-based decision-making framework that ensures seam-
less energy optimization while addressing latency issues.

In Chapter 2, neural networks have revolutionized language processing
and text analytics, yet challenges remain in integrating temporal depen-
dencies efficiently. This chapter introduces a hybrid approach that com-
bines Convolutional Neural Networks (CNNs) and Long Short-Term
Memory (LSTM) networks for superior performance in natural language
processing (NLP) tasks. Through detailed simulations, the authors provide
insights into architecture design, training techniques, and performance
benchmarking.

In Chapter 3, this chapter explores the use of Industry 4.0 is driven
by autonomous mobile robots, which require secure, real-time decision-
making systems to navigate industrial environments safely. This chapter
presents a cyber-physical security framework that leverages Software-
Defined Networking (SDN) and Internet of Robotic Things (IoRT) to
enhance robotic safety. The proposed system enables secure communica-
tion, real-time threat mitigation, and automated attack detection.

In Chapter 4, in this research chapter, Medical diagnostics have greatly
benefited from Al-powered feature extraction and pattern recognition
techniques. This chapter explores a hybrid neuro-fuzzy computing frame-
work designed for disease classification and medical image analysis. The
authors present a linguistic fuzzification model that enhances disease
detection accuracy, offering significant contributions to biomedical Al
applications.

XV



xvi PREFACE

In Chapter 5, the book chapter affords brief and general information
regarding Advancements in neuromorphic vision systems are transforming
robotic automation. This chapter presents an Al-powered neuromorphic
vision-based control system for robotic drilling applications, improving
precision, speed, and adaptive learning. The authors discuss sensor inte-
gration, event-based vision processing, and real-time control strategies,
making this work highly relevant to industrial robotics and automation.

In Chapter 6, autonomous vehicles require real-time decision-making
models that mimic human cognitive functions. This chapter discusses neu-
romorphic Al frameworks that enhance path planning, perception, and
adaptive control in self-driving cars. The proposed neural engineering
architecture integrates spiking neural networks and reinforcement learn-
ing to improve vehicle maneuverability and collision avoidance.

In Chapter 7, brain-Computer Interfaces (BCI) enable direct neural
communication with machines, leading to significant advancements in
humanoid robotics and assistive technologies. This chapter introduces an
adaptive BCI system for humanoid robot control, focusing on steady-state
visual evoked potentials (SSVEPs) and real-time signal processing tech-
niques for enhanced human-robot interaction.

In Chapter 8, decision-making is a fundamental AI application across
industries. This chapter explores deep learning-based decision-making
models that improve operational performance in business, healthcare, and
logistics. The authors present an Artificial Neural Network (ANN)-based
framework, focusing on predictive analytics, optimization, and intelligent
automation.

In Chapter 9, speech recognition plays a critical role in human-computer
interaction and automated language translation. This chapter presents an
Al-powered speech recognition framework leveraging Natural Language
Processing (NLP) and deep learning. The authors discuss acoustic mod-
eling, error correction, and real-time voice scoring, highlighting practical
applications in education and Al-driven assistants.

In Chapter 10, in this chapter user give AI-driven medical imaging has
enhanced early detection of ocular diseases. This chapter introduces deep
learning-based neurocomputing models for classifying ophthalmological
disorders using Optical Coherence Tomography (OCT) images. The pro-
posed YOLOV3 and ResNet50 architectures improve diagnostic accuracy,
offering valuable insights for automated medical analysis.

In Chapter 11, data security is critical in modern communication sys-
tems. This chapter presents an innovative multi-image steganography



PREFACE  xvii

model using Deep Convolutional Neural Networks (CNNs). The approach
introduces private keys for encrypted image transmission, ensuring
high security, robustness against steganalysis, and effective information
concealment.

In Chapter 12, biodiversity conservation benefits from Al-driven spe-
cies classification models. This chapter presents a deep learning-based
framework for automated honey bee subspecies identification, utilizing
morphometric analysis and image processing. The proposed model sig-
nificantly improves classification accuracy, demonstrating the potential of
Al in entomology and ecological research.

In Chapter 13, neural networks have revolutionized speech recognition
and acoustic modeling. This chapter explores spiking neural networks
(SNNs) for automatic speech recognition (ASR), presenting models for
large vocabulary speech processing and phoneme recognition. The authors
analyze energy-efficient deep SNNs, making significant contributions to
speech technology advancements.

In Chapter 14, this chapter engages in discusses Brain-Computer
Interfaces (BClIs) enable direct neural interaction with humanoid robots,
transforming rehabilitation and assistive technology. This chapter dis-
cusses a brainwave-controlled robotic system based on steady-state visual
evoked potentials (SSVEPs), showcasing its applications in robotic control
and cognitive computing.

In Chapter 15, this book chapter presents Medical data augmentation
using Generative Adversarial Networks (GANs) improves diabetes predic-
tion models. This chapter presents a GAN-based approach for simulating
glucose monitoring data, enhancing machine learning models for hypo-
glycemia detection and personalized diabetes care.

In Chapter 16, in this study, Neuromorphic computing offers brain-
inspired Al solutions for high-performance computing and edge intel-
ligence. This chapter presents an in-depth analysis of spiking neural
networks, reservoir computing, and quasi-backpropagation algorithms,
highlighting their impact on neuromorphic hardware and AI applications.

In Chapter 17, this chapter explains the purpose of Quantum computing
is reshaping AI by enabling parallel computation and probabilistic learning.
This chapter explores the integration of quantum machine learning with
neural networks, focusing on quantum-enhanced reinforcement learning,
quantum annealing, and quantum convolutional networks (QCNNS).
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Integrating Fog Computing with AT Model
on Decision Making for Distribution
of Energy Management

Prajwal Hegde N.™*, Parvathi C.%, Ajay Malpani’,
D. Suganthi* and Priya Batta®

'Department of Artificial Intelligence and Data Science, NMAM Institute

of Technology, Nitte Deemed to be University, Karkala, Karnataka, India
“Department of Computer Science Engineering, BGSCET, Bangalore, India
*Department of Management, Prestige Institute of Management and Research
(PIMR), Indore, India

‘Department of Computational Intelligence, Saveetha College of Liberal Arts and
Sciences, SIMATS, Thandalam, Chennai, India

*Dept. of CSE, Chandigarh University, Punjab, India

Abstract

New obstacles to effective energy organization for system process are emerging as
the number of Internet of Things strategies and dispersed energy possessions in the
next-generation spreading network continues to grow. One explanation is that
the supervisory control and data achievement system has limited computing and
storage capacity; thus, it cannot link all the large-scale resources. An innovative
approach to energy management known as cloud-fog classified architecture is pre-
sented in this study as a means to meet the evolving demands of next-generation
distribution networks. The utility and revenue model that developed based on this
design included regular consumers, prosumers, and operators of the distribution
system. Additionally, energy management might be automatically accomplished
by integrating an AI module into the suggested design. This study employs neu-
ral networks at the fog computing layer to make regression predictions of power
source output and energy use behavior. Moreover, at the network’s cloud layer, a
genetic algorithm was used to optimize prosumers’ and customers’ energy usage in
accordance with the maximizing utility goal function. Results, including recorded

*Corresponding author: prajwal hegde@nitte.edu.in

Abhishek Kumar, Pramod Singh Rathore, Sachin Ahuja and Umesh Kumar Lilhore (eds.) Integrating
Neurocomputing with Artificial Intelligence, (1-14) © 2025 Scrivener Publishing LLC
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2 INTEGRATING NEUROCOMPUTING WITH ARTIFICIAL INTELLIGENCE

customer use patterns and stakeholder income, show that the suggested strategies
work with a sample of regular and prosumer consumers in a generic distribution
network. Building next-generation distribution network real-time energy man-
agement systems may benefit significantly from this work as a reference.

Keywords: Internet of Things, energy management, regression, predictions,
cloud layer

1.1 Introduction

Conventional power users who own these small-scale generating facilities
are becoming prosumers due to the fast penetration of DERs into the dis-
tribution network (DN). This means that they use energy from the utility
grid and produce it [1, 2]. More grid operating flexibility is being made
possible by the rising number of active prosumers, who enable bidirec-
tional energy flows. Both ecological concerns and the desire of home pro-
sumers to reap the benefits of efficient energy transactions with the grid are
propelling this shift [3, 4].

By 2020, experts predict that 26 billion gadgets will be linked to the
Internet of Things (IoT). A new age has dawned with the advent of the
Internet of Things (IoT), in which a wide variety of end devices and sensors
are connected wirelessly or via wires using different forms of contempo-
rary communication and the Internet [5-7]. An ever-increasing number of
controllable units are a part of the DN’s energy operation and management
process, and the frequency of information and data exchange between var-
ious parties is on the rise due to the proliferation of IoT devices and the
widespread use of energy cyberspace knowledge in the power grid [8, 9].
A new generation of distribution networks is possible because of the wide-
spread adoption of smart devices and renewable energy sources (RES) in
the distribution network [10, 11]. This next-generation delivery grid’s real-
time energy management is becoming increasingly important [12].

With the widespread use of distributed RES and the integration of
massive Internet of Things (IoT) devices into next-generation distributed
networks (DN)), this study intends to tackle the problem of energy manage-
ment and executive [13]. First, a hierarchical fog-cloud design is suggested
for decision-making and energy management. Al technologies deployed
independently in fog and cloud layers using the large-scale data created in
DN may capture customers” consumption and RES production [14]. Users’
energy consumption behavior may be captured by microeconomic the-
ory as well [15]. The model encompasses several stakeholders, including
regular customs, prosumers, and the distribution system operator (DSO).
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Finally, the method’s practicality is shown by optimizing retail power pric-
ing and managing diverse DN stakeholders’ income in real time [16, 17].
The paper is prepared like this. Section 1.2, lays down the groundwork
for the cloud-fog hierarchical architecture that propose for DN energy
management and explain how fog and cloud layer’s function. Part 3 of
the model describes the typical consumer, the prosumer, and the DSO. In
Section 1.4, put the verification into action by incorporating Al technol-
ogies into the cloud and fog layers for energy organization and executive.
At the fog layer, the main focus is on predicting power consumption and
creating renewable energy sources (RES), while in the cloud, optimization
of computations for particular objectives takes place. Optimal goal optimi-
zation with complete social welfare reproduction including ordinary users,
prosumers, and DSO in a local DN based on utility and income models.

1.2 Methodology

1.2.1 Energy Management Using a Cloud-Fog Hierarchical
Architecture

The suggested cloud-fog hierarchical architecture is mostly presented in
this portion (see Figure 1.1). The fog computing deposits conduct gather-
ing analysis and regression forecast by mining the fundamental data from
the units of main consumers and prosumers in the DN. Using the cloud
computation layer allows us to optimize the overall goal.

DOS server

A 4
customer customer prosumer ’- -------- prosumer

Figure 1.1 Energy management using cloud fog. Distribution operator.
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1.2.2 Units Terminal

Customer or prosumer-installed DER (Internet of Things, photovoltaic,
wind turbine, storage, etc.) and other IoT devices make up the terminal
units of the next-generation DN. The communication and connectivity
structure of the DN is shown in Figure 1.2. The database system stores
data from clever meters and IoT devices. Fog layers, which are linked to
the database systems, may conduct particular computational operations
and prepare input for services supplied by higher layers. Wireless or wired
protocols like Zigbee, 802.11, and 802.15 may facilitate communication
between the device and the local area network gateway [18, 19]. Also, the
gateway may gather data from utilities as well as Internet of Things devices;
then, the terminal units and DN may communicate using the Open ADR
protocol to operate the stated behaviors.

1.2.3 Operating Fog Layers

Fog computing involves placing databases and central processing units
(CPUs) at the DN’s designated nodes to handle requirements from users
and DN operators [20, 21]. By storing and managing the terminal informa-
tion, fog computing may alleviate the strain on cloud data processing and
latency. Figure 1.2 shows that the user’s smart meter and gateway may be
communicated with by the fog computing nodes.

fog computing

A

A 4

smart meter

IOT gateway

information flow

Figure 1.2 IoT device communication diagram.
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Figure 1.3 Neuronal network (NN) deployment diagram for fog layers.

Furthermore, under some scenarios, customers’ power use behavior
may be captured by AI modules put at the fog layers. As the amount of data
continues to grow, artificial neural networks (ANN) have shown encour-
aging gains in machine learning and pattern recognition. Figure 1.3 shows
how artificial NNs may be trained and utilized for regression analysis using
sample data. A typical ANN has three types of input layers: hidden, regres-
sion, and general [22, 23]. For instance, in a regression study of a user’s
power consumption, the variables that may influence consumption behav-
ior are the input data and the quantity of energy used is the output. Then,
use NN’s regression analysis to forecast how consumers and prosumers
would consume. This lets distribution system operators get sufficient load
management data from the fog computing layers. In addition, geograph-
ical data, weather reports, distributed power type, and other inputs may
be used in reversion analysis using NN learning and exercise at fog layers
using the outputs from RES for prosumers [24-26].

1.2.4 Operation of the Cloud Layer

Optimal scheduling, stability calculations, and market transaction partic-
ipation are all responsibilities of the cloud layer, which makes decisions
founded on data acquired from fog films and manages the energy con-
sumption of the whole DN. A vast area network, like the Internet, may be
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used to communicate with fog and provide command information. The
best choice will be assisted by the Al algorithm that is implemented on the
cloud [27-29].

In this paper, GA a method that consistently solves large-scale discrete
and nonlinear problems—to take on the cloud-established global optimi-
zation issue. Through the use of the goal function, GA encodes all potential
issue solutions into a vector, with each gene being a component of the vec-
tor. In a manner similar to how mutation, trade, and natural selection work
in biology, this method ensures that only the strongest will remain. As seen
in Figure 1.4, new generations are produced by various GA processes such
as selection, exchanging, and mutation based on the degree of fitness.

model of stakeholders
in DN

if reach the
maximum
interations

consumption and

prediction values of
RES from fog

meeting

requirements? population ]

[ transcoding ]

output

Figure 1.4 Graph showing how the genetic algorithm may optimize decision making.
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1.3 Modelling of Different Distribution Network
Stakeholders

1.3.1 Consumers’ Usefulness Model

Users’ tastes and patterns of power use are often unrelated. Using the
Internet of Things (IoT), smart beats, and big data knowledge makes it
feasible to record each user’s power consumption patterns. Collecting data
like infection, electricity price, energy time, power, etc., allows one to study
the electrical habits of clients. Using microeconomics’ functional idea, this
research constructs a utility model for residential consumers. Various effi-
cacy functions U(XIT,0IT) are chosen to represent the user’s power level.
The function represents customers’ utility satisfaction. In this research, a
quadratic equation function with diminishing bordering utility to define
U(XIT,BIT).

U(X%,W)={WX? —%(Xf )}

Where it stands for the amount of energy the client uses at time slot T,
oIT describes how the user uses energy at time slot t, and a0, a predeter-
mined value, denotes the unchanging circumstances.

Figure 1.5 displays how utility variations for different consumers as
energy consumption increases. Additionally, it shows that, to varied

UTILITY
o

Axis Title
| e (0,8 0.5 0.3

Figure 1.5 Energy consumption as a utility function for customers.
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degrees, bordering utilities of all levels of pleasure are lessening. As an
illustration of the declining impact, the marginal utility ¥ = 0.5 is used.

The customer’s utility and the cost of buying power make up the cus-
tomer’s overall income. This leads to the following expression for custom-
er’s comprehensive utility in time interval t:

R

CUMSTOMERS,I=X{ [u(x! wi]

where xit is the amount of energy used by client i at time slot t and Pretailert
is the real-time trade price for buying energy of consumers.

1.4 Results

This test utilizes a generic distributed network (DN) to spread 55 pro-
sumers, each with a 20KW RES and 503 typical consumers. The suggested
cloud-fog construction is used to optimize decision-making and execute
energy management. Data generation rate and prosumer and customer
locations dictate the placement and amount of fog nodes. Typically, the
distribution grid’s point of standard coupling (PCC) links the prosumers
to a bus of the fundamental DN. Word trees and photovoltaics are the sig-
nificant types of generators among prosumers. Tesla Powerwall’s are used
for storage, with a capital cost of 416250 INR and a lifespan of 15 years.
Before calculating the real-time consumption characteristics v, prosum-
ers and consumers may use energy management techniques such as flow,
regression, and forecasting at the fog layers for renewable energy sources
(RES) and loads. The cloud layer may also maximize the DN’s retail price
and the total quantity of energy bought from the wholesale market.

1.4.1 Operating a Fog Computing System

F fog layers utilize multi-layer feed-forward NNs trained using the
Levenberg-Marquardt approach to track and understand how much elec-
tricity each customer uses. After that, forecasts are generated using regres-
sion analysis. This test makes use of the load data from blond buildings in
Germany. This is a list of the NN parameters: The data supplies the follow-
ing details: 1) the input data is the expected value of the clients’ incessant
load; 2) the output data is time, temperature, humidity, and lighting; 3)
this NN has a single hidden layer with ten neurons; 4) training uses 70% of
the data, validation 15%, and testing 15%. 5) A network’s generalizability
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being unaltered will cause NN training to end. This is where the regression
analysis yielded its conclusions.

Figure 1.6 shows that after 34 generations of NN training, the root-
mean-square error begins to meet the criterion, and after 40 iterations,
it stops learning. A positive regression effect is often defined as a result
greater than 0.9. With an R-value greater than 0.92, the reversion effect is
considered adequate after training. Figure 1.7 shows the graph of normal-
ized utility.
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Figure 1.6 A trajectory for the generalization of NN learning.
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Figure 1.7 The utility function is available to customers in only 1 day.



10 INTEGRATING NEUROCOMPUTING WITH ARTIFICIAL INTELLIGENCE

Prosumers’ RES output power may also be predicted using the NN
incorporated in fog computing layers. Like load prediction by regression
analysis, the procedure is straightforward. Even if they are not using NN to
forecast RES output power here, since Another area of research is the use
of NN for RES prediction; this test also includes a daily storage operation
for arbitrage or prosumers. To make the test more efficient, the data of
renewable energy sources that flow into the grid are taken straight from
Open Energy Information (OpenEI).

1.4.2 Computing Operation Cloud

The goal of maximizing overall social welfare, as described in Section 4.1,
is put into action at the cloud computation layer using data acquired from
fog layers. Here are the specifics of the different parties involved:

Each time slot’s ¥ is taken as v, the average value, when optimization
is done in real-time at the cloud layer. On a global scale, in the cloud, the
intelligent GA tool optimizes decision-making goals. The following param-
eters of GA are chosen:

« Cross-inheritance is set to 0.6.
 The mutation rate is 0.05.

« Maximum genetic algebra is 30.

« The population size is chosen as 40.

The input data of 13 hours to ensure the method is correct before com-
puting the whole time (1-24 hours). The GA algorithm’s convergence tra-
jectory is seen in Figure 1.8.

revenue of total

0 0.5 1 1.5 2 25 3
iteration genetic

Figure 1.8 GA optimization convergence trace.



