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Chapter 1
Spherical Mirror Estimation Using Phase
Retrieval Wavefront Sensor Technology

Xinxue Ma, Jianli Wang, Bin Wang and Tianyu Lv

Abstract In order to verify the estimated wavefront ability of the phase retrieval
wavefront sensor (PRWS), a measured spherical mirror of experiment platform
was set up with the method of PRWS. PRWS technology is based on the focal
plane image information wavefront solver in the focal plane wavefront measured
technology, whose principle is sampling a number of the given defocus images;
get the wavefront phase information by solving the optical system wavefront with
Fourier optical diffractive theory and mathematics optimization. In order to vali-
date the veracity of PRWS, both the PRWS measurement results and ZYGO
interferometer measurement results were compared, experimental results demon-
strate that agreement is obtained among the errors distribution, PV value and RMS
value of ZYGO interferometer, so PRWS technology can effectively estimate the
aberrations of spherical mirror.

Keywords Phase retrieval � Wavefront sensor � Spherical mirror � Zernike
polynomial � Aberration

1.1 Introduction

In the machining processing of large-scale optics mirror in situ real-time estima-
tion and alignment with the use of the optical system during dynamic measurement
of wave aberrations is difficult to accomplish for the present tradition optical
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inspection equipment [1–3]. In order to control the optical quality of the telescope,
we need a simple and with high accuracy method. This article proposed phase
retrieval wavefront sensor (PRWS) technology [4–8] based on the focal plane
image information wavefront solver in the focal plane estimated wavefront tech-
nology, whose principle is given by sampling a number of the defocus images
[9–14]; solve the optical system wavefront by Fourier optical methods. System
hardware is simple, free from the environment (especially the vibration) influence
of optical components and systems for dynamic estimation, real-time display of
measurements [7, 15], which has good application prospects in the field of the
optical processing, system alignment, active optics, adapt optics etc.

In order to verify the estimated wavefront ability of PRWS, this paper set up a
measured spherical mirror of experiment platform with the method of PRWS
based on phase retrieval (PR) theory research and experimental verification. This
paper compared PRWS measurement results with ZYGO interferometer [16–22]
measurement results, experimental results demonstrate that agreement is obtained
among the errors distribution, PV value and RMS value of ZYGO interferometer,
so using PRWS technology can effectively test the spherical mirror aberration,
which illustrates the feasibility and accuracy of PRWS measurement methods.

This paper is organized as follows: the theory of PRWS is presented in
Sect. 1.2, the design of experiment in Sect. 1.3 and the summary in Sect. 1.4.

1.2 The Principles of PRWS

PR system is the wavefront detector of a focal plane waves; a laser spot light on
the object plane is a target designated from the focal plane image acquisition, use
the acquired image, the defocus of the corresponding image, known pupil size and
shape to reverse solve the aberration of the optical system [23]. The structure of
the PR system is shown in Fig. 1.1.

CCD

Z

Spherical wave

with error

Focal plane

δ

D

The input ray field δ

The output ray field F(u)

Fig. 1.1 Schematic of optical path of PR
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Assuming that the aperture of a measured optical system is D, the focal length
is Z, the center wavelength of the laser light source is k, whose pupil constraint
function is f ðxÞj j, the generalized pupil function for focus plane is

f ðxÞ ¼ f ðxÞj j exp ½ihðxÞ�; ð1:1Þ

where h is wavefront distortion and can be obtained with Zernike polynomial
fitting: hðxÞ ¼

P

n
anZnðxÞ, the real number an represents the first nth terms of

polynomial coefficients, Zn indicates the first nth terms of Zernike polynomials
basement.

For linear optical system, when the generalized pupil f ðxÞ whose defocus is d in
the plane, the impulse response function FðuÞ is

FðuÞ ¼ FðuÞj j exp ½iwðuÞ� ¼ F f ðxÞ exp ½eðx; dÞ�gf ; ð1:2Þ

where x is the coordinates of the pupil domain, u is the coordinates of the image
domain, both of them are two-dimensional vector field coordinates. w is the phase
part of the impulse response, F is two-dimensional Fourier transform, eðx; dÞ is
wavefront aberration caused by defocus d in the position x.

For a PR system, f ðxÞj j of Eq. (1.1) is the priori conditions of a known optical

system, corresponds to the size and shape of the pupil. FðuÞj j2 is the image
collected by CCD where the defocus is d. Therefore, the purpose that we estimate
wavefront by PR is to get an by the above known quantity. So formal description

of the problem for: f ðxÞj j; d1; F1ðuÞj j2; d2; F2ðuÞj j2; . . .; dM ; FMðuÞj j2are known.
Image acquisition distance from the focal plane at d1; d2; . . .; dM , respectively, is

F1ðuÞj j2; F2ðuÞj j2; . . .; FMðuÞj j2.
The objective function and the partial derivative of PR objective function with

respect to an, respectively, is Eqs. (1.3) and (1.4)

Bk ¼ E2
Fk ¼ N�2

XM

m ¼ 1

X

u

½ Gm; kðuÞ
�
�

�
�� FðuÞj j�2; ð1:3Þ

oan Bk ¼ �2
X

m

X

x

f ðxÞj j g
0

m;kðxÞ
�
�
�

�
�
� sin½h0m;kðxÞ � hm;kðxÞ� ZnðxÞ ð1:4Þ

With the objective function (1.3) and its impact on the Zernike coefficient
derivative (1.4), we can use the mathematical optimization algorithm to solve
various Zernike wavefront coefficient values, here we use L-BFGS algorithm that
the phase diversity (PD) [24–33] experiment has been able to solve. The following
is solving steps:
Step 0 Selected starting point a0 2 Rn and the initial symmetric positive definite

matrix H0 2 Rn�n. Set the number of search accuracy e bigger than zero
and limited memory times m. Compute the gradient oaBða0Þ, and order
k is zero.
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Step 1 If oaBðakÞ
�
�

�
�� e, the algorithm will terminate, the optimal solution is

ak,which is the wavefront Zernike coefficient. Otherwise, order dk is
dk ¼ �HkoaBðakÞ:

Step 2 Adopt the strategy of non-precise linear search, according to the Eqs.
(1.3) and (1.4) determining step ck, update akþ1is akþ1 ¼ ak þ ckdk, and
according to Eq. (1.4) for calculating the gradient values oaBðakþ1Þ:

Step 3 Use the initial value H0 or the intermediate information structure Hð0Þk ,
repeat using Eq. (1.5) for mþ 1 times amending and get Hkþ1,

Hkþ1 ¼ ðI �
skyT

k

sT
k yk
Þ Hð0Þk ðI �

yksT
k

sT
k yk
Þ þ sksT

k

sT
k yk

; ð1:5Þ

where, sk ¼ akþ1 � ak, yk ¼ oaBðakþ1Þ � oaBðakÞ:
Step 4 Let k ¼ k þ 1, turn to Step 1. Where a ¼ ½a1; . . .; an�0, ak represents the

value of a for k times iteration. In the L-BFGS algorithm, we only need to

store mþ 1 vector group si; yif gk
i¼ k�m, and calculate the next iteration of

the inverse of the Hessian matrix approximation. In practical calculation,
usually select the appropriate m to control the amount of storage based on
the problem of the size and machine performance. Generally the value of
m ranges from 3 to 20, in this paper m is 5.

1.3 The Design of the Experiments

1.3.1 Experimental Theory and Components

The schematic diagram of PRWS is shown in Fig. 1.2. Gaussian beam emitted
from the laser through the pinhole into a spherical wave, passes through the lens
two into a parallel light, the light projects in the prism through the prism is divided
into two parts, a part need not be considered, another part of the parallel reflects
after a light through the lens 1 converge after the measured mirror, the reflected
beam with phase information (i.e., aberration), again divided into two groups by a
beam splitter, one part backtrack, the other part through the converging lens 3
converged at CCD camera, which is placed on a movable platform, move along the
optical axis and the angle of the camera posture fine-tuning to get the focus before
and after receiving a different amount of defocus images, used in realizing the
estimated wavefront based on the PR. We can obtain aberration of the measured
spherical mirror with the PR algorithm.

The focal length of measured spherical mirror is 0.2 m, the center wavelength is
632.5 nm, focal length of 3 in the experimental system is 0.15 m, the exit pupil
caliber is 0.012 m, and the depth of focus is about 0.286 mm. In the experiment,
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the defocus we select is 0, ±1, ±1.5, ±2 mm. Camera pixel size is 6.45 lm, each
defocus position, respectively, intercept 128*128 pixel size of target region, the
exposure time is 20 ms, the accuracy of mobile platform is ±5 lm. The experi-
mental optical path is shown in Fig. 1.3.

CCD

laser

pinhole

lens3
150mm

lens2
250mm

Φ 12mmlens1
100mm

Measured spherical 
mirror
Φ 0.2m

plane
mirror

PR algorithm

Fig. 1.2 Schematic diagram of PRWS

Fig. 1.3 The experimental
system of PRWS
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1.3.2 Experimental Procedures

In the process of the entire experimental, we not only prove the estimation ability
of PRWS, but also prove the accuracy of PRWS, therefore during the experimental
design, in order to ensure that the position of the measured spherical mirror during
the whole experiment is invariable, we need to find the good distance between
spherical mirror as shown in Fig. 1.4 with PRWS devices and between spherical
mirror with ZYGO, respectively, based on the focal lengths of the measured
spherical mirror. Then separately measure the spherical mirror with PRWS and
ZYGO. Figure 1.5 is a diagram of the estimation experiment with the ZYGO
interferometer.

1.3.3 Experimental Results and Discussion

We dispose the collected seven images with the PR algorithm, obtain the measured
result of the spherical mirror is shown in Fig. 1.6. The measured result with the
ZYGO interferometer is shown in Fig. 1.7.

In order to illustrate the accuracy and viability of the PRWS better, we rotated
the spherical mirror a definite degree, and then estimate the spherical mirror with
steps one to nine, the obtained measurement results are shown in Figs. 1.8 and 1.9.

In order to illustrate the accuracy and repeatability of PR, we rotated the
spherical mirror some degree, and then estimate the spherical mirror with steps one
to nine, the obtained measurement results are shown in Fig. 1.10.

Fig. 1.4 Tested telescope

Fig. 1.5 The experimental system of ZYGO interferometer measurement
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Fig. 1.6 Result of PRWS,
RMS = 0.272k,
PV = 1.608k

Fig. 1.7 Result of ZYGO
interferometer,
RMS = 0.277k,
PV = 1.633k

Fig. 1.8 Result of PRWS
after rotation RMS = 0.280k,
PV = 1.501k

Fig. 1.9 Result of ZYGO
interferometer after rotation,
RMS = 0.283k,
PV = 1.527k
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From the measurement result after rotating, we can see that the results of
estimated wavefront before and after rotation are agreement, and verify the PRWS
measurement repeatability and effectiveness. Seeing from Figs. 1.6, 1.7, 1.8, and
1.9, for the same measurement mirror, the agreement is obtained among the errors
distribution, PV value and RMS value of ZYGO interferometer, which explains
the feasibility and accuracy of the PRWS measurement methods.

1.4 Conclusions

This paper set up an estimation spherical mirror of experiment platform with the
method of PRWS, from the contrast of the measurement results before and after
rotation, which verified the PRWS measurement repeatability and effectiveness. In
order to validate the veracity of PRWS, this paper compared PRWS measurement
results with ZYGO interferometer measurement results, experimental results
demonstrate that agreement is obtained among the errors distribution, PV value
and RMS value of ZYGO interferometer, so using PRWS technology can effec-
tively estimate the spherical mirror aberration, which explains the feasibility and
accuracy of the PRWS measurement methods, which provides the feasibility to
data support for our later search.
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Chapter 2
Combined Utility and Adaptive Residence
Time-Based Network Selection for 4G
Wireless Networks

J. Shankar, C. Amali and B. Ramachandran

Abstract Next generation wireless networks are expected to include heterogeneous
wireless networks to offer a diverse range of multimedia services to mobile users.
Due to the heterogeneity and the diversity of access networks, various user appli-
cations with different Quality of Service (QoS) requirements pose new challenges
on multi-interface Mobile Terminal (MT) in designing optimal network selection
algorithm for guaranteeing seamless QoS support to the users. Thus, Vertical Hand
Off (VHO) is necessary to provide uninterrupted services to mobile users anywhere
and anytime in 4G networks. In this paper, Service continuity with guaranteed QoS
and minimum VHO rate is considered as a challenging issue. In order to achieve
this, discovered networks are evaluated periodically according to the velocity and
direction of Mobile Terminal. Network evaluation is carried out through the inte-
gration of utility function calculation and cell residence time estimation. The pro-
posed scheme avoids unnecessary VHO by selecting the network based on the
capabilities of MT, QoS requirements of ongoing service and characteristics of
networks. Thus, it eliminates the probability of HO failure by considering all pos-
sible critical factors and adaptive Residence Time (RT) threshold in 4G wireless
networks. The results are compared against the performance of utility-based handoff
and residence time-based handoff schemes. The simulation results show that the
proposed scheme reduces the number of unnecessary handoffs which in turn min-
imizes the VHO rate and probability of HO failure in 4G wireless networks.
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2.1 Introduction

The future wireless and mobile environments are likely to have users to access
multiple networks at the same time. In fourth generation (4G) wireless networks,
users are able to roam freely from one type of wireless access network to another
while preserving the main characteristics of their connections. Therefore, there is a
need to have mechanisms to decide which network is the most suitable for each
user at each moment for every application that the user requires. Vertical Hand Off
(VHO) is the capability to switch on going connections from one Radio Access
Network (RAN) to another. The trend is to utilize high bandwidth wireless local
area network (WLAN) resource for mobile users in hotspots and switch to Cellular
Networks (CN) when the coverage of WLAN is not available. The strength of 4G
systems is to integrate existing and newly developed wireless systems instead of
putting efforts in developing new radio interfaces and technologies to provide
seamless mobility and better service quality for 4G users. In this paper, the
coexistence of UMTS, WLAN, and WiMAX access networks are considered as a
heterogeneous wireless network which is illustrated in Fig. 2.4. Hence, it is
expected that mobile users could enjoy seamless mobility and ubiquitous service
access in an always best connected mode, the development of an appropriate
interworking solution for these heterogeneous wireless networks is crucial.

The criteria involved in VHO decision are very important to achieve uninter-
rupted mobility scenarios in taking decisions for switching to the target network
from both application requirements and mobile terminal capabilities. The decision
making process of handoff may be centralized or decentralized (i.e., the handoff
decision may be made at the network or Mobile Terminal (MT)). From the
decision process point of view, one can find at least three different kinds of handoff
decisions. They are, (1) Network assisted handoff (2) Mobile assisted handoff and
(3) Mobile controlled handoff. Out of these three, mobile controlled and network
assisted handoff are combined to get Mobile Controlled Network Assisted
(MCNA) handoff, because only the MT has the knowledge about the networks
available in the coverage area.

If the mobile terminal velocity and moving pattern are irregular, more unnec-
essary handoff can occur. In our proposed algorithm, these two factors are con-
sidered as important parameters to select the target network in heterogeneous
wireless networks. When the MT is moving with high velocity, it is necessary to
find out how much time the MT will stay in the target network. If the estimated
residence time is less than the predefined threshold, handoff to such a network is not
beneficial as, it requires more number of handoff to complete the ongoing service.

The remainder of this paper is organized as follows: The related and existing
works with their shortcomings are discussed in Sect. 2.2. The system model of the
proposed scheme to improve the network selection mechanism is explained in
Sect. 2.3. Section 2.4 presents the different modules of the proposed algorithm.
The simulation environment and the results are discussed in Sect. 2.5. Finally, the
paper is concluded with Sect. 2.6.
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2.2 Related Work

Recently, various network selection algorithms based on Multiple Attribute
Decision Making (MADM) approach have been developed to improve the VHO
decision in heterogeneous wireless networks. An Analytic Hierarchy Process
(AHP)-based network selection algorithm for UMTS and WLAN is presented in
[1]. AHP and Grey Relational Analysis (GRA)-based network selection mecha-
nism for UMTS and WLAN is presented in [2] for next generation networks. In
[3], a fuzzy logic-based MADM problem is formulated in which multiple
parameters are considered to perform VHO decision in heterogeneous networks.
Fuzzy logic is used to represent the imprecise information of different parameters
of the networks and the preferences of the user. The method for discovering the
reachable wireless networks is proposed in [4] and it is the first step for VHO.
After discovering the reachable candidate networks, the mobile terminal decides
whether to perform handoff or not.

In [5], a Position Aware Vertical Handoff decision algorithm (PAHO) has been
proposed which considers the MS’s position, its moving pattern and speed and also
the coverage area of the current BS to select the target network for performing
VHO. In [6], a target network is selected by calculating a utility function which
considers parameters such as available bandwidth, SINR, traffic load, and MS
speed. In [7], a movement aware VHO algorithm is proposed to exploit the MT
velocity and movement pattern for eliminating ping pong effects and reducing
unnecessary handovers. The handoff decision is made based on the comparison of
cost functions of different access networks [8]. In most existing cost function-
based network selection algorithm, a set of network and user parameters are
chosen as the cost factors and fixed weights are assigned in designing the cost
function. As Next Generation Wireless Networks (NGWN) is expected to support
users with different profiles and service applications with different Quality of
Service (QoS) requirements, cost function with fixed weights cannot efficiently
reflect the QoS requirements on communication service, resulting in low efficiency
in network selection. Thus, in [9] a Modified Weight Function-based Network
Selection Algorithm (MWF-NSA) that considers user preference and application
profile has been proposed in deciding the weight functions of the networks. In [10],
traveling distance prediction is used to perform handoff necessity estimation and
also to avoid unnecessary handoffs from cellular network to WLAN.

In this paper, the discovered networks are preselected based on the velocity of
MT. Utility function is calculated for evaluating the preselected networks. The
network which has maximum utility function is considered for residence time
estimation. Thus, our proposed work aims to incorporate the characteristics of
networks, QoS requirements of different traffics, MT velocity, and moving pattern
to select the best suitable network to perform VHO in heterogeneous wireless
networks.
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2.3 System Model of the Proposed Algorithm

The performance of the proposed algorithm is compared with utility-based and
residence time-based VHO schemes. In utility-based VHO scheme, optimized
utility function is used to select the target network by introducing trade-off
between user satisfaction and network efficiency. Whereas, residence time-based
VHO decision scheme estimates the traveling time of mobile terminal in the
candidate networks using MT velocity and direction. In this scheme, time
threshold value should be high for high velocity of MT in order to increase the
resource utilization and also to provide uninterrupted services to mobile users.

In the proposed scheme, the above two approaches are combined and named as
Combined Utility and Adaptive Residence Time (CU-ART)-based network
selection algorithm which select the best network based on the capabilities of MT,
network conditions, and QoS requirements of running applications. An appropriate
system model is constructed to give the sequence of processes involved in the
proposed algorithm. This model is then analyzed and simulated using utility
function and mathematical techniques.

Figure 2.1 represents the system model of proposed CU-ART algorithm. New
networks are discovered based on Received Signal Strength (RSS) measurements in
a given coverage area. These newly discovered networks are filtered through a
network preference block based on velocity of MT. Utility block finds the utility
value of the networks in the filtered lists. The network which has maximum utility
function is considered for residence time estimation. Residence time is the time for
which the mobile terminal stays in the particular network. Longer the residence
time lesser will be the frequency of handoffs. The network with residence time
greater than the adaptive Residence time threshold is selected as a target network.
Thus, the proposed system model not only satisfies the QoS requirements of mobile
users but also improves the system performance by reducing the unnecessary VHO.

2.4 Working of CU-ART Network Selection Algorithm

The three modules of the proposed algorithm are, (1) Discovery and Preselection
of networks (2) Utility function calculation and (3) Residence time estimation.

Fig. 2.1 System model
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2.4.1 Discovery and Preselection of Networks

The networks available in the given coverage area are discovered by measuring the
RSS from BS. The networks which have RSS greater than the threshold value are
considered for preselection process. This module obtains the information about
velocity and moving direction of MT from GPS system. Then, the discovered
networks are preselected based on the speed that supports. Networks with low
coverage cannot provide services to high speed mobile users. As a result, large
number of handover is required to maintain the ongoing service. WLAN is capable
of providing low mobility and high bandwidth services. But WiMAX and UMTS
support applications which require large coverage area and medium bandwidth. By
selecting the networks according to the MT velocity, number of VHO required to
complete the ongoing connection can be minimized.

Figure 2.2 illustrates the working of proposed CU-ART-based network selec-
tion algorithm. The network preselection is done with respect to velocity of MT.
Average pedestrian speed (i.e., 1.4 m/s) is considered to filter the discovered
networks. Utility function is calculated only for filtered networks to reduce
computation time which in turn minimizes the HO delay. The network with
maximum utility and residence time greater than the adaptive residence time
threshold is selected as a target network. It is explained further in the following
subsections.

2.4.2 Utility Function Calculation

The Utility module reads the network parameters such as bandwidth, connection
delay, and cost whenever networks are discovered. To support user applications
with different levels of QoS requirements, 3GPP has defined four traffic classes
such as Conversational class, Streaming class, Interactive class, and Background
class. The characteristics of different traffics must be taken into account in the
design of network selection algorithm in order to provide better performance to the
users in the integrated networks. Appropriate weight factor should be assigned to
each metric to account for its importance in providing QoS requirements to
particular application. The importance levels of High, Medium, and Low for a
particular parameter ‘i’ is defined as iH, iM, and iL, respectively. They are in the
order 0\iL\iM\iH\1. The values assumed are iL ¼ 0:3; iM ¼ 0:6 and iH = 0.9.
The weight factors of the importance levels are WH, WM, and WL, respectively,
where WH þWM þWL ¼ 1.

WL ¼
iL

iH þ iM þ iLð Þ ; WM ¼
iM

iH þ iM þ iLð Þ ; WH ¼
iH

iH þ iM þ iLð Þ
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WH, WM, and WL are high medium and low weights respectively. Then, utility
function is calculated for the integration of Wi-Fi, UMTS, and WiMAX based on
the network conditions and QoS requirements of ongoing service.

The utility function is calculated using the following formulae given in [9].

NEFj ¼ WD 1� Dj

� �
þWBBj þ WC 1� Cj

� �

Fig. 2.2 Flowchart of CU-ART algorithm
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where j corresponds to Wi-Fi, UMTS, and WiMAX and WD, WB, and WC are
weights for delay, bandwidth, and cost respectively. They are calculated according
to the QoS requirements of applications for each network which are shown in
Table 2.1. Application types that are considered in this algorithm are (1) Video
call (2) Voice call (3) FTP (4) Video Stream (5) Browsing (6) Messaging (7)
Navigation Application and (8) Gaming. The numerical results of utility function
module for different applications are shown in Table 2.1 based on the velocity of
MT. From the table, it is inferred that for MT moving with velocity greater than
1.4 m/s (average pedestrian speed), utility function is available only for UMTS
and WiMAX to serve the mobile users with minimum VHO frequency.

2.4.3 Residence Time Estimation

In order to minimize the probability of HO failures and unnecessary HO, residence
time is estimated for the networks available in the given direction of MT. The
network with maximum residence time is selected to serve the mobile users.
Figure 2.3 illustrates the residence time calculation using trigonometric method.
P1 and P2 are arbitrary points on the boundary through which MT enters into the
network from which the value of h is determined. The value of h is uniformly
distributed in [0, 2p].

2.4.3.1 Residence Time (t)

Residence time of MT is estimated by using the parameters such as direction (h),
velocity (v), and the radius of network coverage (R).

In Fig. 2.3, considering right angle triangle OAP1.

Table 2.1 Utility values of networks

Application types Utility values

For velocity \ 1.4 m/s For velocity [=1.4 m/s

Wi-Fi UMTS WiMAX Wi-Fi UMTS WiMAX

Video call 0.388893 0.333322 0.277785 0 0.54544 0.45456
Voice call 0.388887 0.333322 0.277791 0 0.545435 0.454565
FTP 0.4 0.33332 0.26668 0 0.555533 0.444467
Video Stream 0.388887 0.333322 0.277791 0 0.545435 0.454565
Browsing 0.388887 0.333322 0.277791 0 0.545435 0.454565
Messaging 0.388887 0.333322 0.277791 0 0.545435 0.454565
Navigation Application 0.388893 0.333322 0.277785 0 0.54544 0.45456
Gaming 0.375 0.333325 0.291675 0 0.53332 0.46668
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sin h=2 ¼
d=2
R

Squaring on both sides gives

sin2 h=2 ¼
d2

4R2
leads to

1� cos hð Þ
2

¼ d2

4R2

where d is the distance between P1 and P2 and h is the angle between points P1

and P2 with respect to base station.
From d = v*t, the residence time of MT can be expressed as:

t ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2R2 1� cos hð Þ

v2

r

ð2:1Þ

2.4.3.2 Adaptive Residence Time Threshold (T)

Adaptive residence time threshold is needed for high speed users to reduce the HO
failure probability and HO frequency. From Eq. 2.1, it is known that the estimated
RT is a function of h, v, and R. In the given scenario, more number of trajectories
can be generated by considering different values of h for the evaluation of dis-
covered networks. For h ¼ 0�, the point P1 and P2 coincide and path of MT just
graces through the boundary. For this case, the estimated RT is zero. For h = 180�,
the path of the MT goes through the diameter of network coverage offering
maximum residence time.

Using the theorem stated in [10], the pdf of estimated RT is given by:

f Tð Þ ¼
2

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4R2�v2T2
p ; 0� T\ 2R

v

0; Otherwise

(

ð2:2Þ

The Eq. 2.2 is evaluated to obtain the pdf for different velocities.

fmean Tð Þ ¼ mean f Tð Þð Þ 8 1\T\Tmax ð2:3Þ

Fig. 2.3 Scenario for
residence time estimation
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Tmax for Wi-Fi, UMTS, and WiMAX is 12 s, 160 s, 400 s, respectively. It is
calculated based on the typical network radius of 150 m, 2000 m, and 5000 m,
respectively.

Mean of pdf is considered from worst case estimated residence time of 1 s to
maximum limit (Tmax).

From Eq. 2.2, the adaptive residence time threshold is given by:

T ¼ 1
v

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

4R2 � 4

p2 f Tð Þð Þ2

 !v
u
u
t ð2:4Þ

From Eqs. 2.3 and 2.4,

T ¼ 1
v

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

4R2 � 4

p2 fmean Tð Þð Þ2

 !v
u
u
t ð2:5Þ

The adaptive RT threshold for a particular velocity is calculated using Eq. 2.5.
Where, v is velocity of MT, R is radius of network, fmean Tð Þ is the mean pdf value
of RT evaluated under 2R

v .

2.4.3.3 Probability of Handoff (PHO)

Handoff occurs when estimated RT of MT is greater than the adaptive residence
time threshold T. The probability of handoff to occur can be evaluated from the cdf
of estimated RT which is obtained by integrating the pdf in Eq. 2.2.

PHO ¼F Tð Þ ¼ P t� Tð Þ

PHO ¼
Z1

T

f Tð ÞdT

¼ 1� 2
p arccos vT

2R

� �
; 0� T � 2R

v

0 ; otherwise

�

ð2:6Þ

The probability of handoff occurrence is given by Eq. 2.6 for the networks
available in the direction of MT moving with a velocity ‘v’.

2.5 Simulation Results and Discussion

The three modules of proposed CU-ART algorithm are simulated using Matlab.
The network coverage radius for Wi-Fi, UMTS, and WiMAX is assumed as 150,
2000, and 5000 m, respectively. The heterogeneous scenario used for simulation is
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shown in Fig. 2.4. In this scenario, it is assumed that UMTS network covers the
entire area because of widely deployed 3G network.

2.5.1 Residence Time

Residence time of MT across the Wi-Fi network for different random trajectories
(h) obtained through simulation is shown in Fig. 2.5 with respect to the velocity of
the MT. Five different values of h are considered (i.e., h = 0�, 30�, 60�, 90�, 180�)
for simulation. The estimated residence time of MT across the Wi-Fi network is
shown in Fig. 2.5 which shows the effect of velocity and moving direction on
residence time estimation. From simulation, it is also found that the estimated
residence time values for UMTS and WiMAX are 400 and 2000 s respectively for
a particular velocity of 5 m/s with h = 60�.

Fig. 2.4 Heterogeneous
scenario

Fig. 2.5 Residence time for
Wi-Fi network

20 J. Shankar et al.


