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Chapter 1
Introduction

Abstract This book describes how reconfigurable hardware technology like field
programmable gate arrays can be used to offer a cost-efficient and flexible platform
for implementation in wireless multimedia sensor networks (WMSNs). A main
focus of the book is towards the development of efficient algorithms and architec-
tures for information reduction techniques such as event detection, event compres-
sion and multi-camera processing for hardware implementation in WMSNSs.

1.1 Overview

The field of wireless sensor networks (WSNs) has seen much success in diverse
applications ranging from environmental monitoring, smart homes, healthcare to
industrial and defence applications. Traditional WSNs capture scalar data such as
temperature, vibration, pressure or humidity. Motivated by the success of WSNs
and also with the emergence of new technology in the form of low-cost image
sensors, researchers have proposed combining image and audio sensors with WSN's
to form wireless multimedia sensor networks (WMSNs). The use of image sensors
in WMSNSs increases the range of potential applications because compared to scalar
sensors, image sensors are able to provide more information which can be used for
visual processing tasks such as detection, identification and tracking. On the one
hand, WMSNSs can be seen as an extension of traditional WSNs where multimedia
sensors have replaced scalar sensors. On the other hand, the use of multimedia
sensors in WMSNSs brings with it a different set of practical and research challenges.
This is because multimedia sensors, particularly image sensors, generate a high
amount of data that would have to be processed and transmitted within the network.
The main issue is that sensor nodes have limited battery power and hardware
resources.

There are currently three options a designer has to implement algorithms in
hardware: hardwired logic or application-specific integrated circuits (ASICs),
software programmed microprocessors and reconfigurable computing. The
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advantage of using ASICs is that they can be designed specifically to meet the
requirements for a particular application to give fast and efficient computations.
The disadvantage is that any modifications to the functionality would require
the entire IC to be replaced which would be a costly process. Software
programmed microprocessors provide flexibility by allowing changes to the
software instructions to be executed. However, this comes at a cost of performance,
and, typically microprocessor-based designs are slower than ASICs due to the
high overheads required for processing each instruction. The third approach is
to use reconfigurable hardware which provides higher performance than software
programmed microprocessors while also maintaining a higher level of flexibility
than ASICs. A reconfigurable computer has the facility to make significant changes
to its datapath and control. The hardware can be specially configured to perform
an application-specific task such as image processing or pattern matching, and
after completion the hardware can be reconfigured to perform another specific task.
Currently, a popular platform for reconfigurable hardware technology is the field
programmable gate array (FPGA).

The energy-efficient processing and transmission of the data within the WMSN
is of primary importance to maximise the lifetime of the overall network. Depending
on the application, the network should be active for a duration of time ranging
from weeks to years without the need for battery replacement. To save energy
in transmission, information reduction algorithms can be applied to minimise the
amount of data to be transmitted. Two different visual information processing
approaches can be employed to reduce the image data. The approaches can
be divided into single-view approaches and multi-view approaches. Single-view
approaches attempt to reduce the image data from each individual sensor node.
Two techniques can be used here: event detection and event compression. The
first technique uses event detection to reduce data by only transmitting frames
in the network when significant events are detected. Image frames which are not
significant are discarded. For example, a surveillance application could use a face
event detector to decide which image frames to send to the base station. Image
frames which do not contain faces do not need to be transmitted. However, the
face detector would need to have low computational complexity to meet the energy
requirements in the sensor node. There is a trade-off between energy required for
processing and energy required for transmission. On the one hand, using an event
detector in the sensor node requires more computational power. On the other hand,
this could result in a saving of transmission power when frames are discarded. The
other advantage of an event detector is that it could also serve as an early stage for
visual pre-processing.

To perform the facial recognition process, the central computer would need to
perform at least two stages. The first stage is to locate the face location in the
image and the second stage would then be to perform the recognition task by
comparing the facial features with a stored database. To reduce the large amount
of image data for processing by the central computer, the event detector performs
the face detection task, and the location(s) of the face(s) is then communicated to
the central computer to perform the facial recognition task. The second technique
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is to perform event compression on the image frames which have to be transmitted.
Event compression approaches rely on image and video compression algorithms to
remove redundancy from the data. These algorithms range from current standards
like JPEG, MPEG-x and H.26x to newer techniques using distributed video coding
and compressive sensing. While single-view approaches attempt to reduce the scene
data from each individual sensor node, multi-view approaches perform the data
reduction by aggregating the data from different sensor nodes. This is possible
because of the overlapping field of views (FOVs) captured by different nodes.
Regions of image frames that overlap are discarded prior to transmission. However,
the implementation of these information reduction algorithms would require higher
computational complexity, leading to higher requirements for processing. For
cost-efficient implementation in WMSNS, the algorithms would need to have low
computational and memory complexity.

1.2 Book Organisation

Multimedia sensors can comprise both audio and visual sensors. For simplicity,
we will use the term multimedia sensor networks even though the focus of the
book is on visual sensors. The book material will be of interest to university
researchers, R&D engineers, electronics, communications, and computer engineers,
and graduate students working in signal and video processing, computer vision,
embedded systems and sensor networks. Although some of the material presented
in the book has been previously published in conference proceedings and articles
[27-30, 97], most of the material has been rewritten, and algorithm descriptions
have been included for practical implementations.

The remainder of the book is organised into seven chapters. Chapters 2 and 3
present background material on WMSNs and current technology. Chapter 2
discusses the emergence and architectures of WMSNs and describes the components
and technology for a wireless multimedia sensor node, information processing
approaches for WMSNs and various applications for WMSNSs. Chapter 3 discusses
the technology available and the advantages of reconfigurable hardware for WMSNs
and the range of FPGA technology, internal architectures and families available.
The chapter also presents an overview of programming languages for reconfigurable
devices and discusses the range of available languages from lower-level languages
like VHDL and Verilog to higher-level languages based on C-based languages like
SystemC, SpecC and Handel-C.

Chapter 4 presents the specification for the FPGA WMSN hardware platforms.
The chapter discusses the instruction set architecture and processor architecture for
the datapath and control. A specification for the WMSN processor in Handel-C
is included. Chapter 5 presents a case study for implementing visual event detec-
tion on the FPGA WMSN processor using visual attention. The chapter gives
a background to event detection and discusses algorithms for visual saliency.
The chapter also contains the description of the hardware modules and programs
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in assembly language. Chapter 6 presents a case study for implementing visual
event compression on the FPGA WMSN processor using wavelet compression. The
chapter gives a background to event compression and discusses algorithms for visual
coding. The chapter also contains the description of the hardware modules and
programs in assembly language. Chapter 7 presents a discussion for implementing
multi-camera approaches such as visual event fusion in WMSNs. The chapter gives
a background to event fusion, feature detection techniques and discusses algorithms
and implementations for image stitching on the WMSN.



Chapter 2
Wireless Multimedia Sensor Network
Technology

Abstract This chapter presents background material for wireless multimedia
sensor network (WMSN) technology. The chapter will describe the general structure
for a WMSN and various architectures and platform classifications for WMSNSs.
The chapter will also discuss the various components in a WMSN node such as
the sensing, processing, communication, power and localisation units. The efficient
processing of information in a WMSN is of primary importance, and the chapter will
discuss various multi-camera network models and information reduction techniques
such as event detection and event compression. The chapter concludes with a
discussion of applications of WMSNs.

2.1 Introduction

The emergence of wireless multimedia sensor networks (WMSNs) is an evolution-
ary step for wireless sensor networks as audio and visual sensors are integrated
into wireless sensor nodes. It has been a focus of research in a wide variety of
areas including digital signal processing, communication, networking and control
systems. WMSNs are able to store, correlate and fuse multimedia data originating
from several camera input sources. The main applications for WMSNs are those
that benefit from distributed and multi-camera vision systems. Deploying multiple,
low-cost visual sensors both improves the coverage of the application and provides
for a more robust operation. Also, multiple cameras provide redundancy to improve
its reliability and usability. A single point failure will not cause a system failure,
nor an obstruction or occlusion. Furthermore, multiple visual sources provide
the flexibility to adaptively extract data depending on the requirements of the
application. A multi-resolution description of the scene and multiple levels of
abstraction can also be provided. A typical application for a WMSN would be as a
surveillance and monitoring system. The WMSN provides several advantages over
traditional monitoring and surveillance systems which include [36]:
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* Enlarging the view. Viewpoints from multiple cameras can provide a close-up
view of an event either through the images captured by a camera nearer the scene
or by engaging a node with a more advanced camera such as a pan-tilt-zoom
(PTZ) camera. In such a system, an event detected by a node with a lower
resolution camera can signal another node with a PTZ camera to detect and track
the event.

* Enhancing the view. The use of multiple cameras can also enhance the view of an
event by providing a larger field of view (FOV) or by using cameras with different
capabilities such as mixing cameras for the visible and infrared spectrum in the
network. Such systems are very useful when the view is obscured or when there
is little or no illumination in the scene.

* Providing multiple viewpoints for the same event. When a single camera is
considered for a surveillance application, the coverage of the application is only
limited by the FOV of a fixed camera or the field of regard (FOR) of a PTZ
camera. This is limiting as parts of a scene may often be obscured especially in
monitoring areas of high object density such as in public transportation hubs.

These advantages come at the cost of an increase in the data generated in the
network which in turn increases the energy consumption in the network. To ensure
that the typical battery-powered WMSN lifespan is not significantly affected by
this, the amount of data routed through the network can be reduced with the use
of in-network processing techniques such as to remove redundancy from multi-
camera systems, selective transmission of the data and compressing the data. These
processing tasks can be performed at the node, cluster or distributed throughout
the network. The use of error detection and correction can also help reduce the
likelihood of a costly retransmission. In this chapter, a broad coverage on WMSN
technology will be provided as the background information for understanding
the WMSN design, its architectures, challenges and design considerations. These
design considerations are strongly dependent on the application. Aspects such as
deployment density, cost, size, geographic location and purpose determine the
components for the implementation of a specific WMSN.

2.2 WMASN Network Technology

This section will describe the layout of a typical WMSN as shown in Fig.2.1. The
network typically consists of a large number of sensor nodes deployed in a region
of interest and one or more base stations. The base station or sink acts as the main
network controller or coordinator. In this role, its primary function is to coordinate
the functions of the nodes. It also collects information gathered by the nodes to be
stored or further processed. The sink also serves as a gateway to other networks. The
sinks are normally located close to the nodes to avoid high energy-consuming long-
range radio communications. The energy consumption in the WMSN will determine
the network lifespan. The energy consumed for communication is much higher
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Fig. 2.1 Typical WMSN Node cluster
layout

External
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Base station

than that for sensing and computation and grows exponentially with the increase
of transmission distance. Therefore it is important that the amount of transmissions
and transmission distance be kept to a minimum to prolong the network lifespan.
This is one of the main motivations for in-network processing—the reduction of the
information required for transmission for the efficient use of energy. In [60, 91], it
was reported that the transmission of data can take 1,000-10,000 times more energy
than processing, and this difference will increase as processor technology improves.

To reduce the transmission distance, a multi-hop short-distance communication
scheme is preferred, and in most sensor networks, this is how it is implemented. In
a multi-hop communication network, a sensor node transmits data towards the sink
via one or more intermediate nodes. The architecture of a multi-hop network can be
organised into two types: flat and hierarchical. The next sections will describe the
structure of a WMSN and its various architectures and classifications.

2.2.1 Structure of a WMSN Network

Figure 2.2 shows a general structure of a WMSN consisting of four main compo-
nents: wireless multimedia node (WMN), wireless cluster head (WCH), wireless
network node (WNN) and base station. There is a decreasing information flow
from the WMNSs to the base station. The captured scene data are processed and
transformed to useful event data. The focus for the upper levels of the network
(WMN and WCH) is on information processing, and the focus for the lower levels
of the network (WNN) is on wireless network communications. The primary theme
for both upper and lower network levels is to achieve energy efficiency within the
constraints of the battery-powered nodes.

2.2.1.1 Wireless Multimedia Node

The WMNs form the end points of the network. Each WMN consists of a camera
or audio sensor, processing unit, communication unit and power unit. The camera
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Fig. 2.2 General structure of a WMSN

sensor has a FOV of the scene. A captured scene is called an image frame. The
processing unit performs the visual processing to reduce the high amount of scene
data. Two approaches can be used. The first approach uses event detectors to identify
useful events in the scene data. If an event is not detected, then the image frame is
discarded and there is no need to transmit the frame through the network. The second
approach uses event compressors to reduce the data for image frames that have to be
transmitted through the network. Various image and video information processing
techniques can be used, and this will be briefly described in Sect. 2.4 and discussed
in detail in Chaps. 5 and 6. The communication unit transmits the compressed data
to other nodes. Each WMN receives its power supply from a power unit which is
mostly battery-powered.

2.2.1.2 Wireless Cluster Head

The WCHs receive data from several WMNs. Each WCH consist of a processing
unit, communication unit and power unit. Each WCH receives data from several
WMNs. The FOVs of WMNs may overlap, and the WCH can further reduce the



