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   Foreword     

 It was an inauspicious beginning in Barcelona in 2010. I had agreed to give talk to 
a workshop I hadn’t heard of before on Recommender Systems for Technology 
Enhanced Learning. That morning was sunny and hot, and the city’s usually effi -
cient transit was on strike. I was advised that the easiest way to get to the workshop 
would be a long walk, so I set off for the workshop refl ecting on the theme of my 
talk—that recommender systems had great potential in education, but that we 
weren’t there yet. Arriving hot and tired, I re-told the story I’d been telling for 
almost 15 years—about how recommending products was relatively easy, and that 
it was a quick win for the technology. Product recommenders certainly have 
improved quality of life—making shopping and television watching easier. But for 
people seeking a deeper impact, they may fall short. 

 By contrast, education raised all sorts of challenges for recommender systems. 
But it also presented the potential for a deep win—for making a difference that 
would affect the quality of life for billions of people. The technical challenges are 
formidable. Education is fundamentally interdependent and sequential. A learning 
module or lesson that may be ideal for a student at one time may be completely use-
less too early or too late. So in a very real way, technology-enhanced learning should 
be a “grand challenge” for recommender systems researchers—but at that time, it 
mostly wasn’t happening. 

 There were many reasons why. Making progress on educational recommenders 
presented at least three formidable obstacles to the typical recommender systems 
researcher. First, the researcher needed to gain understanding of education and 
learning research—any successful effort in education would require such an under-
standing. Second, the researcher would need real datasets—part of the challenge at 
the time was the lack of large datasets in general and of cases where there are more 
than one or two alternatives for given content modules specifi cally. And third, the 
researcher would need to learn how to conduct meaningful evaluation—this is no 
longer simply a question of which learning modules a student “prefers” but of what 
leads to actual learning, competence, and performance, not just on an immediate 
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post-test basis, but later as the knowledge gets integrated. So while I was happy to 
lead the cheers for the whole area of RecSysTEL, and enjoyed seeing the work 
being done at the time, I left that day somewhat discouraged that this fi eld would 
remain in the margins. 

 Three years later, how things have changed! Who knew that we’d have online 
courses with tens and hundreds of thousands of students? And who would have 
expected entire campuses (physical and virtual) committed to the idea of scientifi c 
exploration of personalised education? We are surely entering an era of new interest 
and new possibilities. 

 But what’s most exciting is that we are entering that area through strength. As I look 
through the collection of articles in this book, I see a variety of advances that bring 
together the best ideas in recommender systems with important TEL applications. It is 
gratifying to see the expansion of available datasets that can allow researchers to 
explore ideas offl ine fi rst, and even more gratifying to see the increased diversity of 
research approaches and questions—with issues ranging from trust to affect, and 
methods ranging from data analysis to fi eld and experimental research. 

 So we are entering what may well become the golden age of RecSysTEL research, 
and this is a well-timed volume to help bring those new to the fi eld up to speed.  

    Minneapolis, MN Joseph     A.     Konstan    

Foreword
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  Pref ace                

 Technology-enhanced learning (TEL) aims to design, develop, and test socio- 
technical innovations that will support and enhance learning practices of both indi-
viduals and organisations. It is an application domain that generally addresses all 
types of technology research and development aiming to support teaching and 
learning activities, and considers meta-cognitive and refl ective skills such as self- 
management, self-motivation, and effective informal and self-regulated learning. It 
was in 2007 when our fi rst efforts to create opportunities for researchers working on 
topics related to recommender systems for TEL found their way in workshops like 
the Workshop on Social Information Retrieval for Technology Enhanced Learning 
(SIRTEL), the Workshop on Context-Aware Recommendation for Learning, and the 
Workshop Towards User Modelling and Adaptive Systems for All (TUMAS-A). 

 Still, it was only in 2010 when a really rare opportunity rose: during the same 
week of September and at the same location (Barcelona, Spain), two very presti-
gious and very relevant events (the fourth ACM Conference on Recommender 
Systems and the fi fth European Conference on Technology Enhanced Learning) 
took place, giving us the chance to bring the two communities together. And so we 
did, by organising a joint event called the  1st Workshop on Recommender Systems 
for Technology Enhanced Learning (RecSysTEL) . 

 Since then, lots of things have happened to mainstream educational applications 
in recommender systems’ research. The most important achievement is an initial 
pool of datasets that have been collected and can be used to compare the outcomes 
of different TEL Recommender Systems to create a body of knowledge about the 
effects of different algorithms on learners. Furthermore, running research projects 
like Open Discovery Space 1  and LinkedUp 2  aim to create a publicly accessible 
Linked Data cloud 3  that can be used as a reference dataset for RecSysTEL research. 
Along these infrastructure improvements various scientifi c events and publications 

1   www.opendiscoveryspace.eu/ 
2   www.linkedup-project.eu/ 
3   http://data.linkededucation.org/linkedup/catalog/ 

http://www.opendiscoveryspace.eu 
http://www.linkedup-project.eu 
http://data.linkededucation.org/linkedup/catalog 
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have been realised. The most relevant are the organisation of subsequent editions of 
the RecSysTEL workshop with bi-annual periodicity; authoring a review article for 
the Recommender Systems Handbook; expanding it to an introductory handbook on 
Recommender Systems for Learning; and contributing (as co-editors or as authors) 
to several relevant Special Issues in scientifi c journals and specialised books. 

 We thought that this is a good time to build upon this previous experience and to 
collect some state-of-the-art contributions to a volume that will give a fresh view of 
the status of this area. Our interest was to collect a representative sample of high- 
quality manuscripts that will illustrate some important research trends, identify key 
challenges and demonstrate some innovative applications. This volume is the result 
of an open call that helped us collect, peer-review, select and propose for publica-
tion 14 articles (out of 49 proposed works; 29 % acceptance rate) that give a very 
good picture of the current status of research in recommender systems for TEL. The 
fi rst four chapters (Karampiperis et al.; Cenichel et al.; Dietze et al.; Bienkowski 
and Klo) deal with user and item data that can be used to support recommendation 
systems and scenarios. The next four (Hulpus et al.; Santos et al.; Schwind and 
Buder; Tang et al.) focus on innovative methods and techniques for recommenda-
tion purposes. And the last six (Fazeli et al.; Bielikova et al.; Nowakowski et al.; 
Fernandez et al.; Sie et al.; Petertonkoker et al.) present examples of educational 
platforms and tools where recommendations are incorporated. 

 The bibliography covered by this book is available in an open group created at 
the Mendeley research platform 4  and will continue to be enriched with additional 
references. We would like to encourage the reader to sign up for this group and to 
connect to the community of people working on these topics, gaining access to the 
collected bibliography but also contributing pointers to new relevant publications 
within this very fast developing domain. 

 We hope that you will enjoy reading this volume as much as we enjoyed 
editing it. 

 Athens, Greece Nikos Manouselis 
 Heerlen, The Netherlands Hendrik Drachsler 
 Leuven, Belgium Katrien Verbert 
 Madrid, Spain Olga C. Santos  

4   http://www.mendeley.com/groups/1969281/recommender-systems-for-learning/ 
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Abstract Collaborative filtering techniques are commonly used in social networking 
environments for proposing user connections or interesting shared resources. While 
metrics based on access patterns and user behaviour produce interesting results, 
they do not take into account qualitative information, i.e. the actual opinion of a user 
that used the resource and whether or not he would propose it for use to other users. 
This is of particular importance on educational repositories, where the users present 
significant deviations in goals, needs, interests and expertise level. In this paper, we 
examine the benefits from introducing sentiment analysis techniques on user-generated 
comments in order to examine the correlation of an explicit rating with the polarity 
of an associated text, to retrieve additional explicit information from user comments 
when a standard rating is missing and expand tried recommendation calculation 
with qualitative information based on the community’s opinion before proposing 
the resource to another user.

Keywords Recommender systems • Educational repositories • Sentiment Analysis 
• Qualitative analysis
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 Introduction

Recommender Systems are of particular importance within social environments, 
where users share access to a common set of resources. The variability of crucial 
user characteristics, like their background, their special interests, their degree of 
expertise, pose interesting issues in terms of proposing a resource that is interesting, 
useful and comprehensible to a particular user.

Collaborative filtering approaches based on explicitly given user ratings do not 
always reflect the differentiation between the various criteria that apply to a 
resource and the weight that the users give to each criterion. On the other hand, 
techniques that examine access patterns may suffer from the appearance of stig-
mergy phenomena. That is, the resources that are more popular or favourably 
regarded by the community at a given time tend to be favoured as recommenda-
tions to new users. The visibility of a resource, or even more elaborate features like 
the time spent in a resource, the amount of downloads etc. are not directly con-
nected to its quality or suitability. Hence, the examination of access and use pat-
terns can lead to poor recommendation that will be further propagated due to the 
users continuing to follow previously defined paths within the repository of avail-
able content.

The evolvements of Web 2.0, however, led to the provision of more explicit 
information from the user side. User comments, discussions and reviews can 
 constitute valuable information for determining the quality, appeal and popularity of 
a resource.

In this context, we propose the exploitation of user generated comments on the 
resources of a repository of educational content in order to deal with the lack of 
explicit ratings and discover qualitative information related to a specific resource 
and the impressions it left to the users that accessed it. To this end, we applied senti-
ment analysis to comments on educational content and examined the accuracy of 
the results and the degree to which these comments reflect the perceived user satis-
faction from the content. At this stage, a Collaborative Filtering Recommendation 
system was built, that is, content characteristics and features were not taken into 
account in the analysis.

The rest of the paper is structured as follows. We provide an overview of 
Collaborative Filtering approaches in “Collaborative Filtering Recommender 
Systems”. Our quality-centric approach on Collaborative Filtering Recommendation 
is analysed in “Quality-Centric Recommender System Methodology”. “Sentiment 
Analysis Techniques for Collaborative Filtering Recommender Systems” describes 
the Sentiment Analysis techniques that were implemented and examined for incor-
poration in a Recommender System. The experimental setup for determining the 
appropriateness of these Sentiment Analysis techniques and evaluating our 
Recommender System is described in “Experimental Setup”, while the experimen-
tal results are presented in “Experimental Results.” We conclude and define our next 
steps in “Conclusions and Future Work”.

P. Karampiperis et al.
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 Collaborative Filtering Recommender Systems

Recommender systems aim to predict the preferences of an individual (user/ 
customer) and provide suggestions of further resources or entities (other users of the 
same system, resources, products) that are likely to be of interest.

In broad terms, a recommender system can be defined formally as follows; Let U 
be the set of all users of a system and R the set of all items (resources) that are avail-
able within the system and accessible by the users. A utility function f : U × R → S, 
associates a score to user-resource pairs, which indicates the suitability of the 
 specific resource to the specific user. As it is obvious, the common case for environ-
ments with that structure is that there do not exist scores for every pair in U × R. 
To this end, the role of a recommender system is to “predict” the scores for the 
 user- resource pairs that do not have a score readily available.

The main approaches for building a recommender system, i.e. defining the char-
acteristics that are taken into account by the utility function employed, are the 
following:

• Content-based approaches; the utility function examines the similarity of new/
unknown items with the ones already declared as likeable by the user and pro-
poses the most similar to him/her.

• Collaborative filtering approaches; the recommendations provided to the user are 
based on the explicit usefulness declared by other users with similar tastes and 
activity with him/her.

• Hybrid approaches that combine the characteristics of the previous methods.

Collaborative recommender systems can generally be grouped into heuristic- 
based and model-based systems [1, 2]. In the first case, the score for a user-resource 
pair is calculated using the scores of other users for the examined resource. The 
main goals in heuristic-based approaches are to determine user similarity and the 
way that the degree of similarity is used to weigh the effect of a user’s activity to 
another user’s preferences. Various metrics have been examined for computing user 
similarity, like calculating the angle between the rating vectors of the users [3], 
computing the mean squared difference of users’ ratings [4] and calculating the cor-
relation coefficient between a given pair of users [5]. In the latter case, existing 
scores are used to construct a rating model, to which the predicted scores are 
expected to conform. Similarly, the aggregation of peer ratings to produce a pre-
dicted rating can be achieved in various ways, such as calculating the average of the 
ratings of similar users, using a weighted average where the weights are based on 
the degree of similarity etc. In the case of model-based approaches,

The usage of recommender systems is widely spread in e-commerce environ-
ments [6] but the general principle is applicable to multiple and diverse environ-
ments. In the case of TEL, multiple solutions have been proposed and examined [7, 
8]. The proposed systems use a variety of methods and elements for producing 
recommendations. For example, RACOFI [9] takes into account user ratings and 
content associations, CoFind [10] applies folksonomies to better define context and 

Collaborative Filtering Recommendation of Educational Content in Social…
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purpose before producing a recommendation, while [11] exploits a multi-attribute 
rating of educational resources. Further techniques from different fields have been 
used in TEL Recommenders, like creating clusters of users based on their interests 
[12], ontology-based strategies [13] and methods that combine social and contex-
tual information [14].

Due to the particularities of the domain, some of the most common algorithms 
for collaborative filtering have been shown to struggle in the setting of a learning 
object repository [15, 16]. Furthermore, the explosion of Social Networking envi-
ronments in the context of Web2.0 has established new interesting issues and pro-
posed solutions for the field [17–19] and urged the pre-dominance of collaborative 
filtering methods in many environments with such functionality. The incorporation 
of social networking functionality in educational repositories is continuously 
increasing. Platforms like MERLOT [20] and Organic. Edunet [21] offer to their 
users the ability to comment on the presented material, stating their opinions or 
remarks regarding various aspects of the available content.

Taking into account the previous two statements, the presented service tries to 
exploit the newly-introduced information from user comments and reviews and 
examine an alternative approach for producing recommendations of educational 
resources. As mentioned, the presented techniques are to be incorporated in a rec-
ommender system over a social platform that provides access to educational con-
tent. Linguistic techniques, such as sentiment analysis, can be of use for alleviating 
some of the drawbacks of traditional algorithms in terms of differentiating users 
belonging in different audiences (e.g. teachers from students) and bypassing the 
need for explicit ratings (via a star system).

 Quality-Centric Recommender System Methodology

The proposed Collaborative Filtering methodology is based on the users’ social con-
nectivity and their rating activities within the relevant Social environment in order to 
compute the expected ratings for resources unknown to the user. It should be noted 
that the approach is domain-agnostic; hence additional information for the resources 
(metadata, categorization, keywords etc.) is not examined by the method. In this 
paper, the equations and scores rely on the widely used 5-scale rating system.

For the purposes of our research we consider a social service that incorporates 
the following functionalities:

• Membership: The service enables user registration and associates each user with 
a unique account.

• Organisation in Communities: Users can create communities (groups) within the 
social environment. The communities can be considered as subsets of the overall 
social network.

• Rating attribution: The users of the service can apply a rating to the resources 
available through the system, by assigning 1–5 stars to the resource.

P. Karampiperis et al.
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• Comment submission: The users can comment on resources, essentially providing 
a review in natural language. The length of a comment can be arbitrary. For the 
purposes of the experiment, we consider comments written in English.

In this context, the activities of interest from a registered user are the ones of (a) 
assigning a rating to a resource and (b) commenting on a resource. The purpose of the 
recommendation service, therefore, is twofold; to generate a rating of the user from 
his/her actual activities (ratings and comments); and to generate a rating for resources 
for which there is no activity from the particular user. We consider the first case as an 
explicit rating for the user-resource pair, while in the second case, we consider the 
rating implicit. In the next paragraphs, we proceed to elaborate on the two types of 
ratings and their formal definition for the proposed recommender system.

Explicit Rating: The proposed system relies on the attribution of a rating to a 
resource by a user. This rating could be direct, via the aforementioned star system, 
or indirect, via the analysis of comments/discussion related to the specific resource. 
These ratings—if existent—are used to provide a score for a user-resource pair. The 
score is defined as:

 

Score u
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Where Rating(u, r) is the explicit rating of the resource r by user u and 
Sentiment(u, r) is the sentiment score assigned by the sentiment analysis that will be 
applied to user comments and is described in detail in “Sentiment Analysis 
Techniques for Collaborative Filtering Recommender Systems”.

Implicit Rating using User Similarity: In the case that a user has not explicitly 
provided a rating for a specific resource, the recommender system provides a pre-
dicted rating, taking into account the user’s similarity with other users who have 
actually provided a rating for this resource.

This similarity represents the trust of a certain user to the expressed opinion of 
other users of the social service. In the relevant literature, it is evident that this type of 
information can provide meaningful recommendations in the case where no explicit 
qualitative information has been provided by the user himself/herself [17, 18, 22].

The calculation of the predicted rating relies on the similarity and distribution of 
scores provided by the system’s users. Specifically, the predicted score given to a 
resource r by user u is defined as:

 

Score u r
S

L u S P u S Score S r
i

S
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(2)
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In this function, S is the set of system users that have provided an explicit score 
for the resource r. The L metric is a modification of the trust-centred algorithm pro-
posed by [23] and is defined as:

 

L a b
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The set C = Ra ∩ RB is the conjunction of the sets Ra and Rb of resources that bear 
explicit scores provided by users a and b respectively. So, in broad terms, L is a 
measure for the similarity in the ratings of users a and b. The score difference is 
normalized to the [0, 1] space, since the ratings on the examined dataset belong in 
the (0, 5] range.

P is the normalized Pearson correlation metric as applied to our system. 
Specifically,
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The Score(u, Ru) construct denotes the complete set of scores provided by a user 
u. Hence, the average of these scores is Score u Ru,( ) .

Both quantities participate in the definition of the proposed score, as L reflects 
the “trust” that the examined user can have in the opinions of others, while P com-
putes the differentiations on their rating habits and adjusts the score accordingly.

Community-driven Implicit Rating: In the case that a user has not explicitly pro-
vided a rating for a specific resource and, additionally, does not have any common 
activities with the other users of the system, i.e. Ru ∩ Rk = ∅ ∀ k ∈ U, k ≠ u, where U is 
the set of users known to the system, the recommendation module provides a 
rougher estimate for the scores to be proposed to the user by calculating the average 
of the scores provided by users belonging to the same communities with user u. 
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Formally, let M(u, c) denote that user u is a member of community c. 
If Ru ∩ Rk = ∅ ∀ k ∈ U, k ≠ u the estimated score of user u or a resource r is calculated 
by the following formula:
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 Sentiment Analysis Techniques for Collaborative  
Filtering Recommender Systems

Sentiment analysis regards extracting opinion from texts and classifying it into 
 positive, negative or neutral valence [24]. Work on the field focuses on two general 
directions; lexical approaches and solutions using supervised machine learning 
techniques.

Lexical approaches rely on the creation of appropriate dictionaries. The terms 
present in the dictionary are tagged with respect to their polarity. Given an input 
text, the presence of dictionary terms is examined and the overall sentiment of the 
text is computed based on the existence of “positive” and “negative” terms within it. 
Despite its simplicity, the lexical approach has produced results significant better 
than “coin-toss” [25–27]. The way of constructing the lexica that are used for senti-
ment analysis is the subject of several works. In [27] and [28] the lexicons com-
prised solely adjective terms.

The usage of pivot words (like “good” and “bad”) and their association with the 
target words is also a frequently met approach. In [29] and [30], the minimum path 
between each target word and the pivot terms in the WordNet hierarchy was calcu-
lated in order to determine the polarity of the term and its inclusion in the dictionary. 
In [26], the authors executed search queries with the conjunction of the pivot words 
and the target word given as input. The query that returned the most hits determined 
the polarity of the given word.

Machine learning techniques focus on the selection of feature vectors and the 
provision of tagged corpora to a classifier, which will be used for analysing untagged 
corpora. The most frequent routes for choosing the feature vectors are the inclusion 
of unigrams or n-grams, counting the number of positive/ negative words, the length 
of the document etc. The classifiers are usually implemented as a Naive Bayes 
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classifiers or as Support Vector Machines [27, 31]. Their accuracy is dependent on 
the selection of the aforementioned feature vectors, ranging in the same space as the 
lexical approaches (63–82 %).

This section presents the sentiment analysis techniques that were examined and 
tested in order to identify the most suitable method for the case of the proposed 
Social Recommendation Service in terms of precision, recall and execution time. 
Sentiment analysis in the context of the Social Recommendation Service refers to 
the task of extracting the polarity of an opinionated text segment with respect to the 
quality of a certain resource. In this case, a number of different techniques could be 
applied (presented in the following subsections), with different performance and 
characteristics. The fact that we are dealing with user generated content drives us to 
take into account its unstructured nature and the potential unbalanced distribution it 
may present. This gives rise to the fact that our training set may be unbalanced and 
therefore learning may not be able to cope with such diversity in the number of 
instances per class. In this paper, we focus on lexical approaches for sentiment 
analysis, in order to avoid the consequences of erroneous training due to the distri-
bution of the ratings in MERLOT (i.e. the positive ratings are much more than the 
negative ones). The following subsections discuss the techniques that we have 
implemented and tested for inclusion in the proposed recommender system.

 Affective Term Frequency

This technique relies on the existence of sets of terms that bear a predetermined 
polarity. In most cases, there are two sets of terms; a set containing terms with posi-
tive polarity and a set containing terms with negative polarity. Let P be the set of 
terms bearing positive polarity and N the set of terms bearing negative polarity. 
Also, let T = {t1, t2, ⋯, tn}, the set of distinct tokens in the text segment to be exam-
ined. We define a positive score for a token t as:
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Similarly, the negative score for a token is defined as:
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For the entire text, i.e. the complete set of tokens T, we define the positive 
score as:
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Similarly, the negative score for the entire text is defined as:

 
NegScore T N NegScore t N

i
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We describe two distinct variations of this approach below.

 Domain-agnostic Term Frequency

In this case, the sets of positive and negative terms are constant and known before-
hand [27]. The algorithm discovers all the terms of a text segment that can be found 
in the positive set and all the terms that can be found in the negative set. For exam-
ple, in the sentence “Don’t you just love this camera? It’s great!”, the presence of 
sentiment-bearing terms determines the polarity of the overall statement.

Keeping in mind the previous definitions, the overall polarity of the text segment 
(normalized to the [−1, 1] space) is defined as:

 

Sentiment T P N
PosScore T P NegScore T N

PosScore T P
, ,

, ,

max ,
( ) = ( ) - ( )

(( ) ( ){ }, ,NegScore T N
 

(4)

 Domain-Aware Term Frequency

In this variation of the term frequency approach, the sets of polarized terms are 
constructed from a corpus of already classified, in-domain text segments [31]. Every 
term found in segments characterized as positive is added to the positive set  
P. Similarly, every term found in segments characterized as negative is added to the 
negative set N. An example for showcasing the differentiation of term polarity with 
respect to the domain at hand is a text segment such as “This phone is amazing! It’s 
so small and light”, where the term “small” carries a positive valence, in contrast 
with the general notion that small is a negative attribute. In this method, we intro-
duce the notion of neutral polarity, where the text segment was characterized as 
neither positive nor negative. Hence, the algorithm uses another set of terms Neu, in 
which the terms found in segments characterized as neutral are added. Similar to the 
cases of positive and negative sets, the neutral score of a token is equal to:
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And the neutral score for the entire text equals to:
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In this case, the function for determining the polarity of a text segment T is 
 formulated as follows.

 

Sentiment T P N Neu

NeuScore T Neu PosScore T P AN

, , ,

, , ,

( )

( ) ( )éë ùû

=

>0 DD

NeuScore T Neu NegScore T N

PosScore T P NegScore T

, ,

,

( ) ( )éë ùû

( )

>

- ,,

max , , ,
,

N

PosScore T P NegScore T N
otherwise

( )
( ) ( ){ }

ì

í

ï
ïï

î

ï
ï
ï

 

 Affective and Domain Terms Correlation

The main drawback of the previous approach is that it does take into account the fact 
that a certain text segment may express opinions not directly related to the entity we 
are actually interested in. For example, a comment on an educational object may 
contain praises for a similar work that is recommended as a possible reference. The 
following techniques try to address this problem by examining ways to associate the 
affective terms with specific tokens that refer to the entity for which we want to 
mine the writer’s opinion.

 Distance-Based Correlation

This method relies on the proximity of the domain and affective terms in order to 
determine which of the latter are more likely to determine the polarity of the text 
towards the entity of interest. Let D = {D1, D2, ⋯, Dn}  the set of terms/phrases that 
are used to define the entity of interest (e.g. “the paper”, “the article”, the title of the 
article etc.). For each element of D, we calculate the distance between the term and 
all the affective terms in the positive and negative sets, i.e. the number of words 
between the descriptive and the affective term. If there is not an affective term 
within the text segment, the distance is set to zero.

 Dependency-Based Correlation

A more sophisticated approach for estimating the polarity of a text towards a spe-
cific entity is to examine if the terms associated with the latter are syntactically 
linked with one or more affective terms.

In this method, we split the input text into sentences and obtain the parse tree for 
each sentence by employing a shallow parser. For sentences containing a term or 
phrase that describes the entity of interest, we examine the dependencies of these 
terms from the parse tree. If the connected terms are also found in the positive or the 
negative sets, the PosScore and NegScore are respectively incremented by 1. Finally, 
we employ (4) to calculate the overall polarity of the text.

P. Karampiperis et al.
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 Experimental Setup

 Experimental Corpus

The conducted experiments used the material available in the MERLOT platform. 
MERLOT is an online repository, providing open access to resources for learning 
and online teaching. It provides learning material of higher education aiming at 
promoting access to scientific data and as a result to their manipulation and exploi-
tation by research communities.

MERLOT users can evaluate the available resources in two distinct ways. They 
can write comments on the resource, along with providing a rating in the 0–5 scale. 
We consider ratings of 0–2 as negative, ratings of 3 as neutral and ratings of 4–5 as 
positive. Additionally, MERLOT users can provide comments in a more formal man-
ner, by submitting an “expert review”. Expert reviews follow a structured template. 
Reviewers can provide an overview of the examined content and evaluate it with 
respect to its (a) Content Quality; (b) Effectiveness as a teaching tool; and (c) Ease of 
Use for students and faculty. Figures 1, 2 and 3 depict a resource description, a user 
comment and an expert review respectively, as they are presented within MERLOT.

Fig. 1 A MERLOT resource as represented in the constructed XML file

Collaborative Filtering Recommendation of Educational Content in Social…



Fig. 2 Structure of the reviews element in a MERLOT resource description

Fig. 3 Structure of the comments element in a MERLOT resource description
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In order to build our test corpus, the MERLOT user-generated content was 
retrieved via the following process: starting from a list of resources presented via 
the MERLOT web environment, we crawled the pages of each individual included 
object by following the appropriate hyperlinks in the object’s page. For each 
resource, we retrieved the following elements:

• The title of the resource
• The description provided within MERLOT
• The keywords associated with the resource
• User comments provided for the resource
• Expert reviews submitted to MERLOT

For the user comments, we store the URL of the comment and the actual com-
ment text. For the expert reviews associated with a resource, we store the following 
information:

• The URL of the review
• The ID code of the user that provided the review
• Information pertaining to the quality of the content, as expressed by the reviewer. 

This includes descriptions in natural language, of the strengths and concerns 
regarding the content quality.

• Information pertaining to the effectiveness of the examined resource, as a 
 learning object. This includes descriptions, in free-form text, of the strengths and 
concerns regarding the effectiveness of the resource.

• Information pertaining to the ease of use of the resource, again indicating the 
strengths and weaknesses in free text.

All of the above information is organized and stored in an XML file, in order to 
facilitate the extraction of information with respect to the resources and the contrib-
uting users (via XPath querying). Each tag associated with a MERLOT resource 
encloses all the elements associated with it.

The dataset used for our experiments incorporates information for 6,720 
MERLOT resources. There are 9,623 comments and 3,459 expert reviews in total. 
Hence, the average comment count is 1.43 comments per resource and 0.514 expert 
reviews per resource. The majority of the resources had 1 or 2 comments and no 
reviews. However, the maximum number of comments in the examined datasets 
was 23, while the maximum number of expert reviews was 4.

 Sentiment Analysis Techniques

The described methods were tested in terms of precision, recall and execution time 
in order to reach to a decision for their suitability in the context of a recommenda-
tion service. As the recommendation methodologies have an execution overhead, 
we incorporate the execution time metric into the quality analysis of each imple-
mentation. This section provides a description of the dataset used for the 
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experiments, the definition of the quality score for a sentiment analysis method and 
the results of the experiments on the given dataset.

 Corpus Preparation

In order to build our test corpus, the MERLOT user-generated content was retrieved 
and underwent trivial linguistic processing (HTML cleaning, Stop-word removal, 
Lemmatization) before being fed to implementations of the aforementioned senti-
ment analysis methods.

 Sentiment Analysis Quality Score

As mentioned, besides the precision and recall performance of a sentiment analysis 
method, we are especially concerned with the execution time of the respective 
 module, as it will be incorporated into an already time-demanding recommendation 
process.

In this regard, we introduce a Quality Score (QS) metric for the implementation 
of each method. Let P denote the achieved precision from the application of the 
method on the MERLOT corpus, and R the achieved recall. Let also T denote the 
execution time (in milliseconds) for 1,000 iterations of the method (that is, the anal-
ysis of 1,000 specific textual segments) and maxT, minT the worst and best observed 
execution times, that is, the execution time of the slowest and fastest method respec-
tively. The Quality Score for the method is defined as:
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Since 0 ≤ P ≤ 1, 0 ≤ R ≤ 1 and T ≤ maxT, it is obvious that 0 ≤ QS ≤ 1 and that a 
higher Quality Score indicates a more suitable method. The QS metric assigns a 
higher weight to the effectiveness of the method in comparison to its execution 
speed.

 Quality-Centric Collaborative Filtering Recommender

 Building the Training and Evaluation Sets

In this phase of the experiment, the retrieved corpus was divided in two subsets; the 
first subset was considered the initial input of the recommender system, that is, the 
records were considered as the information known to the service; the second subset 
was held as the evaluation corpus, that is, the information present was considered 
unknown and the results of the recommendation service are to be compared with 
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