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Preface

The International Workshop on Spoken Dialog Systems (IWSDS) series provides an
international forum for the presentation of research and applications and for lively
discussions among researchers as well as industrialists, with a special interest to the
practical implementation of spoken dialog systems in everyday applications.

Following the success of IWSDS’09 (Irsee, Germany), IWSDS’10 (Gotemba
Kogen Resort, Japan), and IWSDS’11 (Granada, Spain), the Fourth IWSDS’12 took
place at the castle of Ermenonville, near Paris (France), on November 28–30, 2012.

This book consists of the revised versions of a selection of the papers that were
presented at the IWSDS’12 conference.

Spoken dialog has been a matter of research investigations for many years. The
first spoken language processing systems aimed at providing such an interaction
between humans and machines. It slowly appeared that the problem was much
more difficult than it was initially thought, as it involves many different components:
speech recognition and understanding, prosody analysis, indirect speech acts, dialog
handling, maintenance of the communication with verbal or nonverbal events
such as backchannels, speech generation and synthesis, multimodal fusion and
fission. Social interaction among humans is characterized by a continuous and
dynamic exchange of information carrying signals. Producing and understanding
these signals allow humans to communicate simultaneously on multiple levels.
The ability to understand this information, and for that matter adapt generation to
the goal of the communication and the characteristics of particular interlocutors,
constitutes a significant aspect of natural interaction. It shows that it is actually very
complex to develop simple, natural interaction means.

Even if the research investigations kept on being conducted, it induced a shift
of interest to easier tasks, such as voice command, voice dictation, or speech
transcription. However, scientific achievements in language processing now result in
the development of successful applications such as IBM Watson, the Evi, Apple Siri,
Google Voice Action, Microsoft Bing Voice Search, Nuance Dragon Go!, or Vlingo
for access to knowledge and interaction with smartphones, while the coming of
domestic robots advocates for the development of powerful communication means
with their human users and fellow robots.

v
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We put this year workshop under the theme “Towards a Natural Interaction with
Robots, Knowbots and Smartphones,” which covers:

• Dialog for robot interaction (including ethics)
• Dialog for open-domain knowledge access
• Dialog for interacting with smartphones
• Mediated dialog (including multilingual dialog involving speech translation)
• Dialog quality evaluation

We enjoyed the invited Keynote Talks of Jérôme Bellegarda (Apple, USA),
Alex Waibel (Karlsruhe Institute of Technology (Germany) and Carnegie Mellon
University (USA)), Axel Buendia (SpirOps) and Laurence Devillers (LIMSI-CNRS
and University Paris-Sorbonne, France) and Marilyn Walker (UCSC, USA) on those
topics. We also had an invited talk on the conclusions of the SemDial workshop on
the semantics and pragmatics of dialog, which took place in Paris in September
2012, by its organizer, Jonathan Ginzburg (University Paris Diderot). We warmly
thank all of them.

We also encouraged the presentation and discussion of common issues of
theories, applications, evaluation, limitations, general tools, and techniques. We
particularly welcomed papers that were illustrated by a demonstration.

This book first includes several parts on the implementation of spoken dialog
systems for various areas of application and especially those related to the main
topics of the conference: smartphones, robots, and knowbots. It then has a part on
spoken dialog systems components and a final one on spoken dialog management.

The first part deals with spoken dialog systems in everyday applications. First,
Jérôme Bellegarda from Apple Inc. presents the Siri experience, which has had a
tremendous impact in the actual use of spoken interaction on personal assistants.
He introduces the two major semantic interpretation frameworks, statistical and
rule-based, discusses the choices made in Siri, and speculates on how the current
implementation might evolve in the near future. Hansjörg Hofmann and colleagues
from Daimler AG depict the development of speech-based in-car human-machine
interaction for information exchange. The permanent use of smartphones impacts
the automotive environment, necessitating an intuitive interface in order to reduce
driver distraction. They investigate two different dialog strategies, command-
based or conversational speech dialog, and different graphical user interfaces, one
including an avatar. Those prototypes are evaluated regarding usability and driving
performance. Alan Black and Maxine Eskenazi address the problem of developing
spoken dialog systems with controlled users, who may not act as real users, in
a study related to a task of providing bus information hosted at Carnegie Mellon
University. They report on several lessons learned from the experience and provide
recommendations on various approaches, including crowdsourcing. Daniel Sonntag
and Christian Schulz from DFKI describe the use of a multimodal multi-device
infrastructure for collaborative decision-making in the medical area: the Radspeech
industrial prototype. In their study, two radiologists use two different mobile speech
devices (Apple iPhone and iPad) and collaborate via a connected large screen
installation, jointly using pointing and spoken interaction.
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The second part presents five examples of spoken dialog prototypes and products
in different domains such as crosslingual communication, city exploration and
services, or ambient intelligence environments.

First, Feiyu Xu and colleagues from Yocoy and DFKI LT Lab (Germany)
describe Yochina, a mobile multimedia and multimodal crosslingual dialog system.
The mobile application combines language technologies such as speech synthesis,
template-based translation, and dialog to offer language and travel guide without
depending on an Internet connection. A novel strategy of linking provided knowl-
edge with covered communication situations is explained. Yochina is available
for two language pairs: English to Chinese and German to Chinese. Johan Boye
and colleagues from KTH and Liquid Media (Sweden) address the challenging
problem of giving navigation instructions to pedestrians through a spoken dialog
approach rather than a map-based approach. It means interpreting and generating
utterances within a rapidly changing spatial context even though the pedestrian’s
position, speed, and direction are uncertain due to possible GPS errors. They
present the results of a user experiment conducted in Stockholm. The paper by
Nieves Ábalos and colleagues from the Department of LSI, University of Granada,
and from Systems Laboratory, University Rey Juan Carlos (Spain), deals with
a multimodal dialog system to enable user control of home appliances in an
Ambient Intelligence environment (lights, TV, etc.). It describes the interaction of
Mayordomo, a multimodal dialog system which uses either spontaneous speech or
a traditional GUI, with Octopus, a system which enables AmI applications through
a file-based service access. Sunao Hara and colleagues from the Graduate School of
Information Science at the Nara Institute of Science and Technology (Japan) depict
a toolkit for multi-agent server-client spoken dialog systems: tankred on rails (ToR).
iTakemaru is the client software for mobile phones. It provides a speech-guidance
service handling one main agent and multiple subagents. It allows the client to
obtain more information thanks to the communication between the main agent and
the subagents based on a server-to-server communication. The last paper of this part
describes a voice portal based on the VoiceXML standard to provide the citizens
with municipal information (city council, city services, etc.). The authors, David
Griol and colleagues from the Computer Science Department, Carlos III University
of Madrid, and the Department of Languages and Computer Systems, University
of Granada (Spain), give the results of both a subjective evaluation, through quality
assessments, and an objective evaluation (successful dialogs, average number of
turns per dialog, confirmation rate, etc.).

The third part (Multi-domain, Crosslingual Spoken Dialog Systems) deals with
model adaptation when facing changes of languages or domains.

Teruhisa Misu and colleagues, from the National Institute of Information and
Communication Technology, address a very actual issue of cross-domain/cross-
language portability of dialog systems. They present an approach for extending a
language model designed for one task in a given language to another task by using
resources in other languages or tasks using statistical machine translation systems.
They propose a selection mechanism to automatically extract relevant parts in those
resources, based on a spoken language understanding module corresponding to the
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source language and task. Pierre Lison, from the University of Oslo, addresses
the problem of online learning of dialog policy. The proposed approach relies
on probabilistic rules (in order to simplify the inference) and on a Monte Carlo
sampling method to determine the best action to perform. Injae Lee and colleagues,
from the Pohang University of Science and Technology (Korea) and the Institute
for Infocomm Research (Singapore), address the problem of the domain selection
for a multiple-domain dialog system. The proposed approach includes a domain
preselection, which provides, for each user utterance, a list of possible domains
associated with scores. Then a content-based filtering method is performed on the
domain candidate list to select the final domain. The experimental results show an
improvement in terms of accuracy and processing time compared to more standard
approaches.

The fourth part deals with dialog for robot interaction, including ethics.
First, Alex Buendia from the French SpirOps SME and Laurence Devillers

from LIMSI-CNRS and University Paris-Sorbonne address the challenges for going
from informative cooperative dialogs to long-term social relationship with a robot.
They aim at exploring the ability of a robot to create and maintain a long-
term social relationship through more advanced dialog techniques. They expose
the social, psychological, and neural theories used to accomplish such complex
social interactions. From these theories, they build a consistent, computationally
efficient model to create a robot that can understand the concept of lying and have
compassion: a robotic social companion. Taichi Nakashima, Kazunori Komatani,
and Satoshi Sato from the Graduate School of Engineering at Nagoya University
in Japan propose the integration of multiple sound source localization results for
speaker identification in a multiparty dialog system. They present a method of
identifying who is speaking more accurately by integrating the multiple sound
source localization results obtained from two robots. The experimental evaluation
revealed that using two robots improved speaker identification compared with using
only one robot.

Ina Wechsung, Patrick Ehrenbrink, Robert Schleicher, and Sebastian Möller from
the Quality and Usability Lab of the Berlin Telekom Innovation Laboratories at the
Technical University of Berlin investigate the social facilitation effect in human-
robot interaction. The current study indicates that a higher degree of human likeness
results in a social inhibition effect. In this experiment, the reported differences
were caused by the appearance of the robot, whereas its synthetic voice was kept
constant. After the social inhibition as well as the uncanny valley effect could
be confirmed for this setup, it would be interesting to study whether the same
effect can also be observed for voices with different degrees of anthropomorphism.
Emer Gilmartin and Nick Campbell from the Speech Communications Lab, Trinity
College Dublin, present how to build a chatty robot. Their work describes the design
and implementation of a robot platform for the extraction of data and acquisition of
knowledge related to spoken interaction, by capturing natural language and mul-
timodal/multisensorial interactions using voice-activated and movement-sensitive
sensors in conjunction with a speech synthesizer.
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Takaaki Sugiyama, Kazunori Komatani, and Satoshi Sato from the Graduate
School of Engineering at Nagoya University tackle the novel problem of predicting
when a user is likely to begin speaking to a humanoid robot. Clément Chastagnol,
Céline Clavel, Matthieu Courgeon, and Laurence Devillers from LIMSI-CNRS
show how to design an emotion detection system for a socially intelligent human-
robot interaction. This work is part of the French ANR ARMEN project that aims
at designing and building a prototype for a robotic companion (RC) for the elderly
and disabled people. In their paper, Kristiina Jokinen and Graham Wilcock from
the University of Helsinki present ongoing work on multimodal interaction with the
Nao robot, including speech, gaze, and gesturing. It also describes the interaction
with the Nao robot from the point of view of constructive dialog modeling and
demonstrates how the framework can be applied to the WikiTalk open-domain
interaction. Finally, Ridong Jiang, Yeow Kee Tan, Dilip Kumar Limbu, Tran Anh
Dung, and Haizhou Li from the Institute for Infocomm Research in Singapore
describe a component pluggable dialog framework, which is domain-independent,
cross-platform, and multilingual, and its application to the interface with social
robots, showing a shorter development cycle while improving the system robustness,
reliability, and maintainability.

The last two parts of this book are about the development of specific aspects of
dialog systems. The fifth part (Spoken Dialog Systems components) is about specific
components while the sixth specifically concerns the dialog management module.

In the fifth part, Martin Heckmann, from the Honda Research Institute Europe,
investigates the use of acoustic and visual cues to detect prominent (e.g., corrected)
words in an utterance. The experiment shows that when using only the fundamental
frequency as an acoustic feature, the improvement of the classification is interesting
when combining to this acoustic feature the visual features but that when all
possible acoustic features are used, the combination with visual features allows
for a less important gain. Bart Ons and colleagues, from ESAT-PSI (KU Leuven),
address the problem of robustness of a direct mapping between an acoustic signal
and a command in the context of a learning system. The proposed approach is
based on a supervised nonnegative matrix factorization. The results show that
this learning approach is robust to label noise. Rafael Torres and colleagues,
from the Nara Institute of Science and Technology and from the Institute of
Statistical Mathematics in Tokyo, present a work on topic classification of spoken
user utterances received by a guidance system. They specifically study a semi-
supervised approach, using a transductive support vector machine and the impact
of the inclusion of unlabeled examples during the training process of the classifier.
Experimental results show that this approach can be useful for taking advantage of
unlabeled samples, which are simpler to obtain than labeled ones.

Yoo Rhee Oh and colleagues, from the Spoken Language Processing Team,
Electronics and Telecommunications Research Institute (ETRI, Korea), address the
problem of the decoding of nonnative speech. Most automatic speech recognition
systems have to face one important problem: speakers can be nonnative and then
the performance of the system decreases. The proposed decoding strategy consists
in decoding speech with both native and nonnative speakers models and selecting,
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based on the likelihood scores, which model to use for each frame to decode. The
experimental results show a reduction of the word error rate. Marcela Charfuelan
and Geert-Jan Kruijff, from DFKI GmbH, are interested in analyzing speech under
stress. They address the problem of acoustical analysis of stress in a USAR database
and examine a range of acoustical cues which are annotated by two annotators
into the categories of neutral, medium, or high stress. Analysis results show that
traditional prosody and acoustic features are robust enough to discriminate among
the different types of stress and neutral data.

In the sixth part, Marilyn Walker and colleagues, from the University of
California at Santa Cruz, address the problem of adapting the answers of dialog
agents to a particular user, either within the context of a single interaction or
over time. A general spoken language generation framework is presented along
with dynamic generation for task-oriented dialog systems and most importantly
expressive generation. Stefan Ultes and colleagues, from the Institute of Commu-
nications Technology (University of Ulm), address the problem of an interaction
quality estimator in spoken dialog systems. They describe how conditioned hidden
Markov models (CHMM) can be used to estimate the interaction quality of a spoken
dialog system, developed for the “Let’s Go Bus Information System.” Unfortunately
using CHMM does not allow for improvements in the results compared to standard
approaches such as HMM or SVM. Fabrizio Morbini and colleagues, from the
Institute for Creative Technologies (University of Southern California), present
a dialog manager based on the information-state update approach that performs
forward inference and exploits local dialog structures. This approach is related to
plan-based approaches of dialog management with the addition of rewards attributed
to specific states. Two examples of implementation are described. Zoraida Callejas
and colleagues, from the University of Granada, Carlos III University of Madrid,
and the Quality and Usability Lab (Deutsche Telekom Laboratories), are interested
in using user profiles to implement intelligent dialog systems. They proposed an
approach to cluster user profiles using interaction parameters and overall quality
prediction. They provide experimental results related to young and senior user
groups and to users with high vs. low technical skills. The general conclusion is that
a better grouping of users should distinguish between three groups and not four:
young users with high technical affinity, senior users with low technical affinity, and
a third group considering the remaining users.

Etsuo Mizukami and Hideki Kashioka, from the National Institute of Infor-
mation and Communications Technology (NICT), introduce an extension to the
dialog mechanism of grounding, called the extended grounding networks. They
implemented this extended grounding network using the concept of contribution
topics, in the context of touristic information systems. The contribution topics are
units of achievement corresponding to discourse segments. Senthilkumar Chan-
dramohan and colleagues, from Supelec, CNRS-Georgia Tech and University of
Avignon/LIA-CERI, present a work developed in the context of stochastic-based
dialog management. They describe a coadaptation framework and a method to
learn optimal dialog policies by taking into account the adaptation of users to
systems over time. Experimental results show that this coadaptation framework is
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a robust approach for facilitating dialog evolution. Lasguido and colleagues, from
the Nara Institute of Science and Technology and the Faculty of Computer Science
(Universitas Indonesia), are interested in non-goal-oriented dialog systems. In this
framework, they present a method, based on the example-based dialog management
approach, for developing a dialog manager by generalizing from examples from
drama television (the Friends TV show) in order to achieve more natural dialog
interaction. The main problem in such an approach is to select the useful examples.
They propose a tri-turn unit for dialog extraction and semantic similarity analysis
techniques to ensure that the content extracted from drama script files forms an
appropriate dialog example.

Klaus-Peter Engelbrecht, from the Quality and Usability Lab, Telekom Inno-
vation Laboratories (TU Berlin), presents a causal user model for user simulation
as it is used for spoken dialog systems development. The approach is based
on connectionist models of human behavior. The objective of this work is to
generate user simulators which are more meaningful and portable across tasks.
The presented approach relies on parameters of the model that are related to
the characteristics of the users and the task, and the model is useful to explain
why a specific behavior is observed. Finally, Sanat Sarda and colleagues, from
Nanyang Technological University, are interested in providing real-time feedback
about an ongoing conversation to speakers. The system extracts various kinds of
information such as speaking time, speaker turns, and duration. This information
is then displayed in real time. This is somehow a monitoring system on ongoing
conversations. The extracted information is then displayed in different ways to
the speakers using icons, animation, etc. Haruka Majima and colleagues, from
the Graduate School of Information Science at Nara Institute of Science and
Technology, the Graduate School of Natural Science and Technology at Okayama
University, and the Department of Statistical Modeling at the Institute of Statistical
Mathematics (Japan), present a method for detecting invalid inputs for a spoken
dialog system. Invalid inputs include background voices, which are not directly
uttered to the system, and nonsense utterances. The main idea is to feed the decision
method with different features like signal-noise ratio, utterance duration, and bag
of words (BOW) when available. They compare two different methods, one based
on SVM and the other on maximum entropy. The SVM-based methods reached an
F-measure of 0.870 while the ME-based one obtained a F = 0.837. This has to be
compared to the baseline method (GMM-based) which reached F = 0.817.

Finally, we wish to thank the IWSDS Steering Committee, the members of the
IWSDS 2012 Organizing Committee and Scientific Committee, the participating
and supporting organizations, and our sponsors: ELSNET (the European Language
and Speech Network), ELRA (the European Language Resources Association), and
the QUAERO project.

Orsay, France Joseph Mariani
Sophie Rosset

Martine Garnier-Rizet
Laurence Devillers
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Chapter 1
Spoken Language Understanding for Natural
Interaction: The Siri Experience

Jerome R. Bellegarda

Abstract Recent advances in software integration and efforts toward more
personalization and context awareness have brought closer the long-standing
vision of the ubiquitous intelligent personal assistant. This has become particularly
salient in the context of smartphones and electronic tablets, where natural language
interaction has the potential to considerably enhance mobile experience. Far beyond
merely offering more options in terms of user interface, this trend may well usher
in a genuine paradigm shift in man-machine communication. This contribution
reviews the two major semantic interpretation frameworks underpinning natural
language interaction, along with their respective advantages and drawbacks. It then
discusses the choices made in Siri, Apple’s personal assistant on the iOS platform,
and speculates on how the current implementation might evolve in the near future
to best mitigate any downside.

1.1 Introduction

In recent years, smartphones and other mobile devices, such as electronic tablets
and more generally a wide variety of handheld media appliances, have brought
about an unprecedented level of ubiquity in computing and communications. At the
same time, voice-driven human-computer interaction has benefited from steady im-
provements in the underlying speech technologies (largely from a greater quantity of
labeled speech data leading to better models), as well as the relative decrease in the
cost of computing power necessary to implement comparatively more sophisticated
solutions. This has sparked interest in a more pervasive spoken language interface,
in its most inclusive definition encompassing speech recognition, speech synthesis,
natural language understanding, and dialog management.

J.R. Bellegarda (�)
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Fig. 1.1 Overview of “intelligent personal assistant” interaction model

To wit, multiple voice-driven initiatives have now reached commercial deploy-
ment, with products like Apple’s Siri [1], Google’s Voice Actions [8], Microsoft’s
Bing Voice Search [13], Nuance’s Dragon Go! [15], and Vlingo [21]. The well-
publicized release of Siri in Apple’s iPhone 4S, in particular, may have heralded
an irreversible shift toward the “intelligent personal assistant” paradigm: just say
what you want, and the system will automatically figure out what the best course of
action is. For example, to create a new entry on his/her calendar, the user may start
the interaction with an input like:

Schedule a meeting with John Monday at 2pm (1.1)

The system then has to recognize that the user’s intent is to create a new entry
and deal with any ambiguities about the attributes of the entry, such as who will be
invited (John Smith rather than John Monday) and when the meeting will take place
(this coming Monday rather than last Monday).

An overview of the underlying interaction model is given in Fig. 1.1. The speech
utterance is first transcribed into a word sequence on which to perform natural
language understanding, leading to a semantic interpretation of the input. In case
any element is missing, dialog management relies on interaction context to elicit the
relevant information from the user. Once the semantic interpretation is complete,
task knowledge guides the selection of the best action for the situation at hand.
Finally, the selected outcome is conveyed to the user. Success in this realm is
measured in subjective terms: how well does the system fulfill the needs of the
user relative to his/her intent and expectations? Depending on the task, “well” may
variously translate into “efficiently” (with minimal interruption),“thoroughly” (so
the task is truly complete), and/or “pleasantly” (as might have occurred with a
human assistant).

Of course, many of the core building blocks shown in Fig. 1.1 have already been
deployed in one form or another, for example, in customer service applications
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with automatic call handling. Wildfire, a personal telephone assistant, has similarly
been available since the mid-1990s [22]. Yet in most consumers’ perception, at best
the resulting interaction has not been significantly more satisfying than pressing
touch-tone keys. So how to explain the growing acceptance of Siri and similar
systems? While the interaction model of Fig. 1.1 has not suddenly become flawless,
it has clearly matured enough to offer greater perceived flexibility. Perhaps a key
element of this perception is that the new systems strive to provide a direct answer
whenever possible, rather than possibly heterogeneous information that may contain
the answer, as in the classical search paradigm.

Arguably, the most important ingredient of this new perspective is the accurate
inference of user intent and correct resolution of any ambiguity in associated
attributes. While speech input and output modules clearly influence the outcome
by introducing uncertainty into the observed word sequence, the correct delineation
of the task and thus its successful completion heavily hinges on the appropriate
semantic interpretation of this sequence. This contribution accordingly focuses on
the two major frameworks that have been proposed to perform this interpretation
and reflects on how they each contribute to the personal assistant model.

The material is organized as follows. The next section describes the statistical
framework characteristic of data-driven systems, while Sect. 1.3 does the same
for the rule-based framework underpinning expert systems and similar ontology-
based efforts. In Sect. 1.4, we focus on Siri as an example and discuss in particular
how the choices adopted proved critical to a successful deployment. Finally, the
article concludes with some prognostications regarding the next natural stage in the
evolution of the user interface.

1.2 Statistical Framework

1.2.1 Background

Fundamentally, the statistical approach to semantic interpretation is aligned with
the data-driven school of thought, which posits that empirical observation is the
best way to capture regularities in a process (like natural language) for which
no complete a priori model exists. This strand of work originated in speech
recognition, where in the 1980s probabilistic models such as hidden Markov models
were showing promise for reconstructing words from a noisy speech signal [16].
Applying similar probabilistic methods to natural language understanding involved
the integration of data-driven evidence gathered on suitable training data in order to
infer the user’s intent.

The theoretical underpinnings for this kind of reasoning were first developed in
the context of a partially observable Markov decision process (POMDP) [17]. The
key features of the POMDP approach are (1) the maintenance of a system of beliefs,
continually updated using Bayesian inference, and (2) the use of a policy whose
performance can be quantified by a system of associated rewards and optimized
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using reinforcement learning via Bellman’s optimality principle [10]. Note that
Bayesian belief tracking and reward-based reinforcement learning are mechanisms
that humans themselves appear to use for planning under uncertainty [6]. For
example, experimental data shows that humans can implicitly assimilate Bayesian
statistics and use Bayesian inference to solve sensorimotor problems [11].

This in turn motivated the application of the POMDP framework to spoken
dialog systems, to similarly learn statistical distributions by observation and use
Bayes’ rule to infer posteriors from these distributions [24]. However, this proved
challenging in practice for several reasons. First, the internal state is a complex
combination of the user’s goal, the user’s input, and the dialog history, with
significant uncertainty in the user’s utterances (due to speech recognition errors)
propagating uncertainty into the other entities as well. In addition, the system
action space must cover every possible system response, so policies must map from
complex and uncertain dialog states into a large space of possible actions.

1.2.2 Current State of the Art

Making the POMDP framework tractable for real-world tasks typically involves
a number of approximations. First, state values can be ranked and pruned to
eliminate those not worth maintaining. Second, joint distributions can be factored
by invoking some independence assumptions that can be variously justified from
domain knowledge. Third, the original state space can be mapped into a more
compact summary space small enough to conduct effective policy optimization
therein. Fourth, in a similar way, a compact action set can be defined in summary
space and then mapped back into the original master space [23].

As an example, Fig. 1.2 shows a possible POMDP implementation for the meet-
ing scheduling task associated with (1.1). It illustrates one time step of a (partial)
dynamic Bayesian network, in which the (hidden) system state and (observed)
event are represented by open and shaded circles, respectively, while the (observed)
command executed by the system is denoted by a shaded rectangle. The state is
decomposed into slots representing features such as person (indexed by p), date
(indexed by d), location, and topic (not shown). Each slot comprises information
related to user goal, user input, and dialog history so far. In this simple example, the
only dependence modeled between slots is related to the person information. This
configuration, known as a “Bayesian update of dialog state” (BUDS) system [20],
retains the ability to properly represent system dynamics and to use fully parametric
models, at the cost of ignoring much of the conditional dependency inherent in real-
world domains.

Because the state of the system (encapsulating the intent of the user) is a hidden
variable, its value can only be inferred from knowledge of the transition probabilities
between two successive time instants and the observation probabilities associated
with the observed event. This leads to a belief update equation of the form:

bt+1 = K ·O(ot+1) ·T (ct) ·bt , (1.2)
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Fig. 1.2 (Partial) dynamic Bayesian network for meeting scheduling task

where the N-dimensional vector b = [b(s1) . . .b(sN)]
T is the belief distribution over

N possible system states si, O(o) is a diagonal matrix of observation probabilities
P(o|si), and T (c) is the N × N transition matrix for command c. Given some
assumed initial value b0, (1.2) allows the belief state to be updated as each user
input is observed. Since the actual state is unknown, the action taken at each turn
must be based on the belief state rather than the underlying hidden state.

This mapping from belief state to action is determined by a policy π : b −→ c.
The quality of any particular policy is quantified by assigning rewards r(s,c) to each
possible state-command pair. The choice of specific rewards is a design decision
typically dependent on the application. Different rewards will result in different
policies and most likely divergent user experiences. However, once the rewards
have been fixed, policy optimization is equivalent to maximizing the expected total
reward over the course of the user interaction. Since the process is assumed to be
Markovian, the total reward expected in traversing from any belief state b to the
end of the interaction following policy π is independent of all preceding states.
Using Bellman’s optimality principle, it is possible to compute the optimal value of
this value function iteratively. As mentioned earlier, this iterative optimization is an
example of reinforcement learning [18].

1.2.3 Trade-Offs

From a theoretical perspective, the POMDP approach has many attractive prop-
erties: by integrating Bayesian belief monitoring and reward-based reinforcement
learning, it provides a robust interpretation of imprecise and ambiguous human
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interactions, promotes the ability to plan interactions so as to maximize concrete
objective functions, and offers a seamless way to encompass short-term adaptation
and long-term learning from experience within a single statistical framework.
Still, it is potentially fragile when it comes to assigning rewards, as encouraging
(respectively discouraging) the correct (respectively wrong) state-command pair can
be a delicate exercise in the face of a huge space of possible such pairs.

In addition, as is clear from (1.2), the computational complexity of a single
inference operation is O(N2), where N is the number of possible system states.
Thus, for even moderately large values of N exact computation becomes intractable,
which makes it challenging to apply to real-world problems. The necessary approx-
imations all have drawbacks, be it in terms of search errors, spurious independence
assumptions, quantization loss from master to summary space, or imperfect user
simulation to generate reinforcement data [7].

1.3 Rule-Based Framework

1.3.1 Background

In contrast with the systems just mentioned, the rule-based framework does not
attempt to leverage data in a statistical way. At its core, it draws its inspiration
from early expert systems such as MYCIN [4]. These systems, relying on an
inference engine operating on a knowledge base of production rules, were firmly
rooted in the artificial intelligence (AI) tradition [12]. Their original purpose was
to create specialized agents aimed at assisting humans in specific domains (cf.,
e.g., [14]). Agent frameworks were later developed to create personal intelligent
assistants for information retrieval. In this context, the open agent architecture
(OAA) introduced the powerful concept of delegated computing [5]. This was later
extended to multi-agent scenarios where distributed intelligent systems can model
independent reactive behavior (cf., e.g., [19]).

In the early to mid-2000s, DARPA’s PAL (perceptive assistant that learns)
program attempted to channel the above efforts into a learning-based intelligent
assistant comprising natural language user interaction components layered on top
of core AI technologies such as reasoning, constraint solving, truth maintenance,
reactive planning, and machine learning [3]. The outcome, dubbed CALO for the
Cognitive Assistant that Learns and Organizes, met the requirements for which it
was designed, but because of its heterogeneity and complexity, it proved difficult
for nonexperts to leverage its architecture and capabilities across multiple domains.
This sparked interest in a more streamlined design where user interaction, language
processing, and core reasoning are more deeply integrated within a single unified
framework [9].

An example of such framework is the “Active” platform, which eschews some
of the sophisticated AI core processing in favor of a lighter-weight, developer-
friendly version easier to implement and deploy [9]. An application based on this
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framework consists of a set of loosely coupled services interfacing with specialized
task representations crafted by a human expert. Using loosely coupled services eases
integration of sensors (cf. speech recognition, but also vision systems, mobile or
remote user interfaces, etc.), effectors (cf. speech synthesis, but also touch user
interfaces, robotics, etc.), and processing services (such as remote data sources and
other processing components).

1.3.2 Current State of the Art

In the “Active” framework, every task is associated with a specific “active ontology.”
Whereas a conventional ontology is a static data structure, defined as a formal
representation for domain knowledge, with distinct classes, attributes, and relations
among classes, an active ontology is a dynamic processing formalism where distinct
processing elements are arranged according to ontology notions. An active ontology
thus consists of a relational network of concepts, where concepts serve to define
both data structures in the domain (e.g., a meeting has a date and time, a location,
a topic, and a list of attendees) and associated rule sets that perform actions
within and among concepts (e.g., the date concept derives a canonical date object
of the form: date(DAY, MONTH, YEAR, HOURS, MINUTES) from a word
sequence such as Monday at 2pm).

Rule sets are collections of rules where each rule consists of a condition and
an action. As user input is processed, data and events are inserted into a fact
store responsible for managing the life cycle of facts. Optional information can be
specified to define when the fact should actually be asserted and when it should
be removed. As soon as the contents of the fact store changes, an execution cycle
is triggered and conditions evaluated. When a rule condition is validated, the
associated action is executed. The active ontology can therefore be viewed as an
execution environment.

To fix ideas, Fig. 1.3 shows the active ontology for the meeting scheduling task
associated with (1.1). The active ontology consists of a treelike structure defining
the structure of a valid command for this task. The command operates on a complete
event concept representing the action of scheduling a meeting. The meeting concept
itself has a set of attributes comprising one or more persons, a topic, a location
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and a date. Structural relationships are denoted by arrows, which relate to a “has
a” ontological notion. For instance, topic, date, location, and person concepts are
members of a meeting.

Structural relationships also carry cardinality information and record whether
children nodes are optional, mandatory, unique, or multiple. For instance, the
relationship between person and meeting is multiple and mandatory, which is
denoted by a double solid arrow. On the other hand, the relationship between topic
and meeting is unique and optional, which is denoted by a single dashed arrow. This
structure is used to provide the user with contextual information. In the example
of (1.1), as the location node is linked as mandatory, the user will be asked to
provide a location. Through this mechanism, the active ontology not only generates
a structured command but also builds dynamic information to interactively assist
the user.

As alluded to earlier, concepts incorporate various instantiations of canonical
objects. For example, Monday at 2pm and tomorrow morning are two instances of
date objects in the date concept. These objects relate to a “is a” ontological notion.
To the extent that rule sets can be specified to sense and rate incoming words about
their possible relevance to various concepts, this makes the domain model portable
across languages. In addition, it has the desirable side effect of making the approach
insensitive to the order of component phrases.

1.3.3 Trade-Offs

Pervasive in the above discussion is the implicit assumption that language can be
satisfactorily modeled as a finite state process. Strictly speaking, this can only
be justified in limited circumstances, since, in general, the level of complexity of
human languages goes far beyond that of context-free languages. Thus, rule-based
systems may be intrinsically less expressive than data-driven systems.

In addition, an obvious bottleneck in their development is the specification of
active ontologies relevant to the domain at hand. For the system to be successful,
each ontology must be 100 % complete: if an attribute is overlooked or a relationship
between classes is missing, some (possibly rare) user input will not be handled
correctly. In practice, this requires the task domain to be sufficiently well-specified
that a human expert from the relevant field is able to distill it into the rule base. This
so-called knowledge engineering is typically hard to “get right” with tasks that are
highly variable or subject to a lot of noise.

On the plus side, once the ontology correctly captures the whole domain
structure, deployment across multiple languages is relatively straightforward. Since
a near-exhaustive list of relevant word patterns is already included inside each
concept and word order is otherwise largely ignored, only individual surface forms
have to be translated. This makes this approach paradoxically similar in spirit to
(data-driven) bag-of-words techniques such as latent semantic mapping [2].
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1.4 The Siri Experience

1.4.1 Scope and Behavior

Siri was originally formed as a startup company to leverage the results of the
CALO project within a much tighter effort with a commercial focus. Its architecture
adopted the “Active” platform described earlier as the intermediate layer between
mobile I/O and web services. Initial efforts centered on creating tools to make it
easier to develop the necessary domain modules and associated active ontologies.
The aim was to alleviate many of the issues linked to the ontology bottleneck.
With such tools in place, along with the necessary software engineering work
required to support them, it became less tedious for human experts to create active
ontologies for a given task domain. Upon acquisition by Apple, the Siri team further
concentrated on integration and scalability issues.

One important aspect of the Siri experience is the system’s response to user
requests that fall outside of the well-defined domains it knows about. A typical
example is a query such as “Siri, do you love me?”, for which a factual response
is besides the point. When faced with such out-of-domain queries, most systems
typically exhibit a rather “clinical” behavior, with responses like: “Sorry, I don’t
understand what you mean.” While technically adequate, such behavior lacks
humanness. In contrast, Siri tries to provide somewhat more entertaining and/or
whimsical responses. Not only does this policy inject a bit of sassiness into the
system, it also makes the out-of-domain fall-back more palatable to the user.

To illustrate, Table 1.1 gives some examples of such requests under three different
scenarios, along with some of the answers provided. Note that giving the same
input three times in a row results in three different answers, as the same response
would likely be annoying and otherwise destroy the illusion of anthropomorphism.
Imbuing the assistant with such socially adept behavior substantially contributed to
giving Siri its unique personality. We believe that this strategy proved critical to a
successful deployment.

Table 1.1 Examples of
out-of-domain requests

User: Should I go to bed, Siri?
Siri: I think you should sleep on it
User: I love you!
Siri: That’s nice. Can we get back to work now?
User: I love you!!
Siri: Oh, I bet you say that to all your Apple products
User: I love you!!!
Siri: All you need is love. And your iPhone
User: You are useless. . .
Siri: I don’t really like these arbitrary categories
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Fig. 1.4 Toward the convergence of rule-based and statistical frameworks

1.4.2 Likely Evolution

Like all rule-based systems, Siri suffers from some of the pitfalls mentioned in
Sect. 3.3. It is legitimate to ask whether mitigating this downside might involve
integrating the associated top-down outlook with the bottom-up outlook adopted
by the statistical framework. This possibility unfolds naturally from the inherent
complementarity in the respective advantages and drawbacks of the two approaches.
Whereas ontology specification requires upfront labor-intensive human expertise,
data-driven systems can be run in completely automated fashion. On the other hand,
rule-based systems can be deployed right away, while the statistical framework calls
for a large amount of suitable training data to be collected beforehand. On the flip
side, the former is much more amenable to leveraging know-how across languages,
thus enabling rapid deployment in multiple languages, while in the latter every
language essentially involves the same amount of effort.

Complementarity between the frameworks, moreover, goes beyond a mere
data-vs-knowledge distinction. Whereas rule-based systems are generally sensitive
to noise, in principle the POMDP approach can cope with various sources of
uncertainty. Yet its elegant optimization foundation assumes specification of suitable
rewards, which are probably best informed by empirical observation, and thus
rules derived therefrom. In addition, POMDP systems typically involve deleterious
approximations to reduce the computational complexity inherent to the sophisti-
cated mathematical machinery involved. In contrast, the AI framework may be
intrinsically less expressive but tends to exhibit a more predictable behavior.

Such complementarity bodes well for an eventual convergence between the two
approaches, perhaps by way of the virtuous cycle illustrated in Fig. 1.4. First, the
deployment of a rule-based system such as Siri provides some real-world dialog
data that can be used advantageously for POMDP training, without the difficulties
inherent to data collection via user simulation. This in turn enables the deployment
of a statistical system like BUDS, which further provides real-world data to refine
POMDP models. Such large-scale data collection potentially removes one of the
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big limiting factors in properly handling uncertainty. It thus becomes possible to
combine the rule-based and statistical outputs to come up with the best outcome,
based on respective confidence measures for both systems (which may vary over
time). By enabling more robust reasoning and adaptation, this strategy should
considerably strengthen the cognitive aspects of natural language understanding.

1.5 Conclusion

In this contribution, we have examined the emerging deployment of the “intelligent
personal assistant” style of interaction. Under this model it is critical to accurately
infer user intent, which in turn hinges on the appropriate semantic interpretation of
the words uttered. We have reviewed the two major frameworks within which to
perform this interpretation, along with their most salient advantages and drawbacks.
Ontology-based systems, such as Siri, are better suited for initial deployment in
well-defined domains across multiple languages, but must be carefully tuned for
optimal performance. Data-driven systems based on POMDP have the potential to
be more robust, as long as they are trained on enough quality data.

The inherent complementarity between these two frameworks sets the stage for
the two to converge toward a more cognitive mainstream user interface, which will
take intelligent delegation to the next level across many more usage scenarios. Under
that hypothesis, the personal assistant model ushers in the next natural stage in the
evolution of the user interface: as depicted in Fig. 1.5, the desktop, browser, and
search metaphors of past decades thus lead to a new solve metaphor focused on
context and tasks. The underlying assumption is that the user will increasingly get
used to expressing a general need and letting the system fulfill it in a stochastically
consistent manner. This development will likely be a key stepping stone toward an
ever more tangible vision of ubiquitous intelligence.
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Fig. 1.5 Natural stages in the
evolution of the user interface
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