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Preface

The booKk’s goal is to discuss the most current trends in applying natural
language processing (NLP) approaches. It makes the case that these areas
will continue to develop and merit contributions.

The book focusses on software development that is based on visual
modelling, is object-orientated, and is one of the most significant devel-
opment paradigms today. To reduce issues throughout the documentation
process, there are still a few considerations to make. To assist developers in
their documentation tasks, a few aids have been developed. To aid with the
documentation process, a variety of related tools (such as assistants) may
be made using natural language processing (NLP). The book is focused on
software development and operation using data mining, informatics, big
data analytics, artificial intelligence (AI), machine learning (ML), digital
image processing, the Internet of Things (IoT), cloud computing, com-
puter vision, cyber security, Industry 4.0, and health informatics domains.
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Abstract

The Internet of Things (IoT) refers to the increasing connectivity of many human-
made entities, such as healthcare systems, smart homes, and smart grids, through
the internet. Currently, a vast amount of material and expertise has been widely
spread. These networks give rise to several security threats and privacy concerns.
Intrusions refer to malevolent and unlawful actions that cause harm to the net-
work. IoT networks are susceptible to a diverse range of security issues due to their
widespread presence. Cyber attacks on the IoT architecture can lead to the loss of
information or data, as well as the sluggishness of IoT devices. For the past twenty
years, an Intrusion Detection System has been utilized to ensure the security of
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data and networks. Conventional intrusion detection technologies are ineffective
in detecting security breaches in the Internet of Things (IoT) because of the dis-
tinct standards and protocol stacks used in its network. Regularly analyzing the
vast amount of data created by IoT is a tough task due to its endless nature. An
intrusion detection system (IDS) is employed to safeguard a system or network
against unauthorized access by actively monitoring and identifying any potentially
malicious or suspicious activities. Machine learning technologies provide robust
and eflicient approaches for mitigating these distinct hazards. The establishment
of a robust machine learning system is the key to acquiring networks that are free
from any form of threats.

Keywords: Machine learning, Internet of Things, security, privacy, attacks,
vulnerability, intrusions

1.1 Introduction

The use of connected devices made ordinary chores easier and more effi-
cient. They also provide a lot of information that is of great use. Connected
automobiles, for example, may be able to take use of services that provide
driver assistance. Medical devices give detailed patient records. The unfor-
tunate reality is that a digital assault is possible on any device that is capable
of establishing a connection to the internet. In worst case, many of these
devices are missing even the most basic safety safeguards. According to the
authors of the report, almost all of the data flow associated with the internet
of things (98%) is not secured. This information may be obtained by any-
body with little effort. To repeat, devices that are connected to the Internet
of Things provide fraudsters with an easy target. Not only might their infor-
mation be stolen, but perhaps other sensitive data as well. Using one of these
devices is a frequent strategy used by hackers to gain access to a company’s
internal network. The sheer number of these devices and the settings they
control may be enough to pique the interest of a cyber-attacker [1] as given
in Figure 1.1: Increasing Number of DDOS Attacks [Source: Cisco Annual
Internet Report 2018-2023] and in Figure 1.2: Threats to Internet of Things.

In a smart environment, any number of items, including databases of
user credentials, electronic sensors, CCTV installations, access controls,
personal electronic devices, recorded biometrics, and so on, might be the
target of an attack. It is essential to protect the confidentiality, integrity,
availability, authentication, and authorization features of the IoT architec-
ture from a security point of view [2]. DDoS attacks are becoming more
common, and Cisco’s Annual Internet Report (2018-2023) White Paper
forecasts that the total number of DDoS attacks would more than double
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Figure 1.1 Increasing number of DDOS attacks [Source: Cisco Annual Internet Report
2018-2023].
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Figure 1.2 Threats to Internet of Things.

from the 7.9 million that were seen in 2018 to anywhere over 15 million by
2023 as shown in Figure 1.1.

According to the survey, 57% of IoT devices that are connected via
this insecure traffic are susceptible to medium- to high-severity attacks,
making them an easy target for cybercriminals [3]. In addition, the sur-
vey found that 41% of attacks target IoT vulnerabilities by scanning them
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against publicly available databases of known security flaws. The analysis
is shown in Figure 1.2.

According to the Internet of Things Threat Report published by Palo
Alto Networks in March 2020, 98% of all traffic from IoT devices is unen-
crypted, giving attackers a chance to eavesdrop. This network contains sen-
sitive and private information that is easily accessible to attackers, who may
then sell the information on the dark web for a profit.

1.2 Need of Vulnerability Identification

Vulnerabilities in IoT network are increasing every year. As shown in Figure
1.3, IoT environment is experiencing, a large number of new vulnerabili-
ties every year. All the Internet of Things applications—smart city, smart
farming, smart healthcare, smart transportation, and smart traffic—are
experiencing new vulnerabilities and increasing number of attacks every
year. Also, vulnerabilities and attacks are increasing every year. Number
of vulnerabilities has increased threefold in the last decade and twofold in
last five years as represented in Figure 1.3: Number of New Vulnerabilities
Identified in IOT [Source- IBM X-Force Threat Intelligence Index 2022].
The process of determining how vulnerable a system is to attack is
referred to as a vulnerability scan. This kind of scan is carried out to iden-
tify potential entry points into a computer or network so that appropriate
preventative measures may be taken. Automated scanning methods check
applications to see if they have any security problems to establish whether

Number of New Vulnerabilities Identified

17859 17997

16621

11212

9666 9875
8460 8661
7380

2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021

Figure 1.3 Number of new vulnerabilities identified in IoT [Source- IBM X-Force Threat
Intelligence Index 2022].
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or not there are vulnerabilities in an organization’s internal network. Users
are spared the time and effort required to carry out hundreds or even
thousands of manual tests for each kind of vulnerability since vulnerability
scanners automate the process of searching for security issues in a system.

To maintain the integrity of the system’s protections, it is essential to
assign vulnerabilities a severity ranking before putting into action any
remedial procedures. Common Vulnerability Scoring System (CVSS) is a
tool that administrators may use to prioritize security problems accord-
ing to the severity level associated with each fault. The CVSS score of vul-
nerability is a standard metric that is not developed for unique network
architecture. Despite the fact that the frequency and impact of vulnera-
bilities affect the security risk level of a specific network, the CVSS score
of vulnerability is a standard metric. In addition to the severity score, a
number of other factors also affect the level of security risk that is posed by
the organization’s underlying infrastructure. These factors include the age
and frequency of vulnerabilities already present in the system, as well as
the impact that exploiting vulnerability has on the system. For this reason,
it is advised that, when doing risk level calculations, these components,
together with the CVSS severity score, be used. This will allow for effective
network security risk management.

1.3 Vulnerabilities in IoT Web Applications

The authors of [4] provide a code inspection-based strategy. To identify a
number of mistakes hidden inside the process, this method makes use of
code inspection. It is said that the offered approach may be used to locate
each and every vulnerability in the NVD. Using this classifier might assist
in more accurately identifying potential security flaws.

In addition, a web crawler was developed by Guojun and his colleagues
[5]. This web spider collects papers that are connected to one another. The
TEF-IDF is essential to the methodology. Medeiros et al. [6] were the ones
who first proposed the approach for evaluating the quality of the code. The
concepts that underlie data mining are built on this methodology, which
acts as the basis for those concepts. New techniques for identifying web
server vulnerabilities were developed by [7].

Authors [8] have developed an innovative method for locating vulnerabil-
ities in web applications. In addition to this, static analysis and data mining
directly from the source code are used. Researchers [9] came to the conclu-
sion that XML injection is a critical issue that exists in all web applications.
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The vast majority of recently published web apps continue to be plagued by
XML injection difficulties.

According to research by [10], a large percentage of such norms rely on
online application security. Security measures designed to prevent code
injection attacks on web applications were the primary focus of these stud-
ies. But even if the notion of acceptance is clearly defined and extensively
concealed in almost all international standard regulations, the number of
assaults is rising because of flaws in the infusion of code. This is the opin-
ion of the developers. To reduce safety gauges, it is crucial to inform engi-
neers and clients about the relevance of these metrics and to urge them to
fulfil the standards with meticulous care. The time we waste waiting for
this type of instruction and support is just not acceptable.

Authors [11] spoke about the significant factors that are engaged in the
life cycle of product innovation. In addition, a number of software engi-
neers have introduced security mechanization tools and processes that
can be used at any stage of the software development life cycle (SDLC)
to enhance the stability and quality of even the most fundamental digital
systems. In addition to this, they requested that all organizations working
to improve networks place a higher priority on planning, education, risk
assessment, threat modelling, audits of architecture configuration, secure
coding, and assessments of data that has been sent and received after it has
been processed.

Wang and Reiter [12] developed a method for mitigating denial of
service attacks by making use of a website’s diagrammatic structure to
counter flooding assaults. When visiting the destination website, a valid
customer has the opportunity to quickly get a reward URL by clicking on
a referral link provided by a reputable source. The proposed paradigm has
no requirements in terms of infrastructure, and it does not call for any
changes to be made to the code that users use when they access websites.
The WRAPS framework, in addition to the intentions that its creator had
for it, was provided. Nearly all of the smart assaults on websites recycled
old strategies and methods from earlier attacks. There is a wide number
of guises under which one may launch an assault against a strategy or an
approach. They may also be seen in circumstances that are not related to
the web. Attacks on a website’s business logic may be harmful to the web-
site itself, but attackers can also utilize websites as a go-between to accom-
plish their goals.

The SQLProb [13] will remove the user input and check to see whether
it complies with the syntactic requirements of the query. This is accom-
plished by applying the formula that was inherited and then improving it.
The SQLProb is a comprehensive discovery approach that does not need
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any modifications to be made to either the application or the database. This
allows it to avoid the complexity of polluting, learning, and instrumenting
code. In addition, neither education nor metadata are required in order to
go on with the material’s approval procedure.

Authors presented a complete stream-based WS-security handling
architecture in their paper [14]. This design improves the level of prepared-
ness in the administration processing and raises the level of resistance to
different kinds of DoS assaults. When leaking is used as a strategy, their
engine is able to handle standard WS-Security application scenarios.

The author [15] has examined the vast majority of the conventional cri-
teria that are used to judge Web service quality. The majority of the mea-
sures, including performance, consistency, adaptability, limit, strength,
exception handling, correctness, uprightness, openness, accessibility,
interoperability, and security, all fall below the average level.

Hoquea et al. [16] took into consideration the activities that may be
taken as well as the probable results or degrees of harm. Following that,
the designer divides the assaults into a number of distinct categories. They
consistently offered a scientific classification of attack equipment to assist
in the organization of security specialists. This was done to help in the pre-
vention of potential threats. They delivered a detailed and well-organized
examination of existing tools and frameworks that may aid attackers as
well as system defenders. Their focus was on tools and frameworks that are
available now. The writers have included a description of both the benefits
and drawbacks of the tools and frameworks in the event that you are inter-
ested in learning more about them.

Binbin Qu et al. [17] provided an explanation of the method that lies
behind a model design. The construction of a pollutant dependency dia-
gram for the program requires many steps, one of which is a static examina-
tion of the program’ source code. They employ a limited state automaton
to adhere to the attack model while communicating the pollutant string
estimate and verifying the robustness of the program’s protections for user
input. All of this takes place while maintaining the integrity of the attack
model. They utilized the framework model for computerized recognition
based on the examination of the spoils and placed it into operation.

1.4 Intrusion Detection System

An incursion refers to any malevolent or dubious activity that jeopardizes
the security of a computer or network. Intruders may originate from either
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internal or external sources. Internal intruders conceal themselves within
the targeted network and acquire elevated privileges to deliberately harm
the network infrastructure. External intruders surreptitiously extract data
from the target network while remaining concealed outside of it. Internal
attacks are initiated by nodes that are either malevolent or compromised,
whereas external assaults are initiated by entities that are external to the
system. An intrusion detection system (IDS) refers to any hardware or
software that can identify and alert to potentially malicious activity on a
network or computer system. Moreover, it may also be employed to detect
any dubious activities or breaches within the system. Typically, when a net-
work or system behaves abnormally, it suggests the occurrence of anything
violent, harmful, or illegal. Although the majority of intrusion detection
systems (IDS) mostly depend on identifying and reporting anomalies,
there are a handful that excel in detecting intrusions that are overlooked
by conventional firewalls. In terms of safeguarding the system from harm,
intrusion detection systems (IDS) function similarly to firewalls by pre-
venting unauthorized individuals from gaining access.

There are a total of three categories of intrusion detection systems based
on the source of data, four groups based on the technique of analysis, and
an additional three groups in total.

The Host-Based Intrusion Detection System (HIDS) software is placed
on a computer to monitor, evaluate, and gather data on the traffic and sus-
picious activities of that specific system. In addition, it analyses not just the
traffic activity, but also the system calls, file system changes, inter-process
communication, and program running on the computer (Zarpello et al.,
2017). HIDS utilizes data collected from the operating system and applica-
tion software to detect suspicious activities. When a host-based intrusion
detection system (HIDS) is deployed, it is capable of detecting intrusions
solely on the host where it is installed. Installation of HIDS eliminates the
need for extra software to identify threats on the system. Intruder detec-
tion systems are designed to detect and identify instances of unautho-
rized access or attacks from within a protected area. The installation cost
is substantial due to the requirement of individual Host-based Intrusion
Detection Systems (HIDS) for each device as given in Figure 1.4: Host-
based IDS.

The Network-Based Intrusion Detection System (NIDS) safeguards
network nodes by capturing and scrutinizing all network packets for
malicious activities. Figure 1.5 displays the structure of the NIDS.
The sensor is strategically positioned in a vulnerable region inside the
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Figure 1.5 Network-based intrusion detection system.

network, bridging the server and the network. The NIDS monitors
both incoming and outgoing communications. If the system identifies
any network risks, it will need to respond rigorously in order to safe-
guard itself. One possible course of action is to prohibit network access
from the specified IP address, while another alternative is to inform the
responsible party through warning notifications. Determining if the
NIDS has noticed their potential intrusions might provide a challenge
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for a thief. Monitoring extensive networks is under the purview of only
a limited number of intrusion detection systems. To mitigate poten-
tial security risks, it is imperative to implement scanners, sniffers, and
network intrusion detection tools. These measures are necessary to
safeguard against various malicious activities such as IP spoofing, DOS
assaults, DNS name corruption, man-in-the-middle attacks, and arp
cache poisoning. These vulnerabilities arise due to the inherent weak-
nesses in TCP/IP protocols represented in Figure 1.5 Network-Based
Intrusion Detection System.

Hybrid Intrusion Detection Systems (HIDS) integrate the functionalities
of several intrusion detection systems to identify and expose intrusions. A
hybrid intrusion detection system integrates data from both the network and
the host agent or system to create a full overview of the network system.
The hybrid technique is the most effective strategy for intrusion detection.
Prelude is an example of a hybrid intrusion detection system.

1.5 Machine Learning in Intrusion Detection System

Soft computing makes it possible to build intelligent machines that are able
to solve challenging issues that arise in the real world but are beyond the
purview of standard mathematical modelling. These kinds of problems
cannot be adequately modelled using traditional methods. It has a high tol-
erance for approximate information, ambiguity, imprecision, and merely a
partial view of the environment [18], which enables it to emulate the way
individuals form their opinions and make decisions. In this section, we will
have a brief discussion on the many different techniques to soft computing
that may be used in the process of detecting intrusions.

The genetic algorithm (GA) is a search engine that has been in use since
it was conceived in Holland. This search engine is both strong and adapt-
able. There it first emerged in its current shape for the first time. Because of
advances in technology, it is now possible to recreate the natural process of
evolution that takes place in uncontrolled environments. The GA may be
seen in this way as an example of a global search process that depends on
randomness. The concept of “survival of the fittest” is applied by the algo-
rithm to the challenge of developing ever more accurate approximations of
a solution to the issue.

The most experienced people in the sector are recruited to teach the
next generation, which ultimately results in the development of novel solu-
tions to the issue. If this approach is used, the newly recruited staff mem-
bers could be better able to address the current challenge [19]. The fitness



