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Foreword by Distinguished Professor Henry Fuchs

It is a testament to the popularity of virtual reality (VR) that we have this 
 wide- ranging book by Grigore (Greg) Burdea and Philippe Coiffet. Only a few 
decades ago, even the term “virtual reality” would have been unknown to most 
people. Now some of the biggest technology companies in the world are vying for 
leadership in the field, investing heavily in VR research, development, and 
products.

This book contains a tremendous amount of information. It is logically  organized 
by chapters, in an organization that is easy to follow from the unifying diagram at 
the beginning page of each chapter. This simple diagram is a straightforward way 
for the reader to relate the different chapters in the book to each other.

Chapter 1 serves as an appropriate introduction to the book. It contains basic 
framing of VR, as being immersive and interactive and needing imagination. This 
chapter also contains a quick introduction to the history of the field. It starts with 
the playback- only film- based immersive Sensorama system of Morton Heilig of 
the early 1960s. This pioneering system included not only a stereo display but also 
vibration in the user’s seat, wind (via small fans) in the user’s face, and smells to 
the user’s nose. The chapter then continues by briefly describing the first true VR 
system, Ivan Sutherland’s 1968 system, disclosed in his paper entitled, simply, “A 
head- mounted three- dimensional display,” often unfortunately misnamed by oth-
ers as “The sword of Damocles” (Sutherland humorously used the term Sword of 
Damocles for the mechanical tube between the head- mounted display [HMD] 
and the ceiling, a device that tracked the location of the HMD in the room.) The 
chapter continues with a brief description of an early force- feedback (non- HMD) 
interactive system of the 1970s, developed at the University of North Carolina at 
Chapel Hill, by a team lead by Fred Brooks. Next, the chapter describes a pioneer-
ing early- 1980s VR system at NASA Ames Research Center. Readers paying close 
attention will notice that there is no mention of VR systems in the 1970s. The story 
of VR during that “lost decade” has yet to be written.
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Chapter 1 continues with a description of the first commercial VR system, by 
VPL, a small company led by Jaron Lanier. By offering a complete, turn- key VR 
system, VPL opened the world of VR to users who could not, or did not wish to, 
build their own system from elementary components. Before VPL, a VR user 
would have had to make one’s own headset extracting, for example, video displays 
from small “pocket” TVs. Perhaps just as important, Jaron Lanier coined (or at 
least popularized) the term “virtual reality” and evangelized the vision of VR to 
the world. Never before had anyone, not even Ivan Sutherland, brought this vision 
into mainstream media, including the front pages of The New York Times and the 
Wall Street Journal.

Chapter 1 continues with descriptions of developments in the 1990s and on into 
the 21st century, including the introduction in 2019 of the Oculus Quest by 
Facebook/Meta. This was the successor to the 2018 Oculus Go, the first all- in- one 
VR headset. These are complete VR system in itself, that did not need to be connected 
to any external device (such as a PC). These systems, with introductory prices of 
$200 and $400, truly brought VR to the masses. These dramatic developments 
were triggered by the acquisition in 2014 of Oculus by Facebook for over US$2 
billion, and the infusion of more billions into research and development (R&D). 
This was the first period in the 50- year history of VR that so much money was 
poured into VR R&D. The chapter concludes with descriptions of other recent 
developments in VR and with an outline of the remaining chapters in the book.

Chapter 2 covers input devices for tracking human bodies and objects with a 
wide variety of technologies. Both research and commercial devices are extensively 
covered. Tracking, in real time, the position and orientation of the user, specifically 
of the user’s eyes, has been a necessary (and difficult) part of a VR system from the 
very beginning. Tracking of handheld devices for interaction has also been 
recognized early on as being very useful, and hand- device tracking has been 
implemented in VR systems since early 1970s. The chapter covers a wide variety 
of these tracking technologies, from electromagnetic trackers, to camera- based 
optical trackers (with and without markers), to optical sensors with laser sweeps, 
to camera- based “inside- out” optical trackers worn by the user. Chapter 2 also 
describes eye- trackers inside the headset. In addition, the chapter described 
hybrid internal- optical trackers as well as very large area tracking using GPS 
systems. Also described are game controllers and other hand- tracking systems, as 
well as more unusual devices such as treadmills and neural interfaces.

Chapter 3 covers graphics displays, starting with an introduction to the human 
visual system and graphics display characteristics. The chapter also describes 
smart phones in VR displays, such as the 2015 Samsung –  Oculus Gear VR. Attentive 
readers will notice this kind of device is a predecessor to the revolutionary 
all- in- one VR headsets like the Oculus Quest. The chapter describes several 
 contemporary headsets, including ones capable of lower resolution near the edges 
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of the display screen and ones with built- in eye tracking. The chapter also includes 
several sections on non- head- worn stereo displays, both ones that require special 
glasses and autostereoscopic displays that give a stereo percept without the user 
needing to wear any special glasses. A wide range of designs is described.

Chapter 4 covers output devices for sound, haptic, and olfactory communication 
to the user. The chapter provides a detailed introduction to the human auditory 
system and digital processing needed to generate appropriate audio signals to 
each ear, whether by speakers in a VR headset, or speakers fixed in the room, or 
speakers worn on the user’s shoulders. An entire section of the chapter is devoted 
to haptic displays, including a tutorial on the human haptic sensing system, the 
design of various haptic devices, and devices for communicating hot and cold 
sensations to the user. The chapter also describes force feedback devices that can 
exert substantial forces on the user’s hands, for instance. In addition, Chapter 4 
includes a section on the human olfactory system and several prototype olfactory 
displays.

Chapter  5 covers, in considerable detail, computer architectures for VR. The 
chapter starts by describing the traditional graphics pipeline. As pioneered by 
Sutherland’s 1968 HMD system: the 3D objects from the database are transformed 
(by the “Geometry Stage”) into the user’s screen space and then rendered (by the 
“Rasterizer Stage”) onto the screen. Next in the chapter, more modern rendering 
pipelines are described, ones with programmable shaders. Several generations of 
NVIDIA GPUs are described in some detail. Also included are description of 
 various bottlenecks and performance optimization techniques. Desktop gaming 
architectures are also covered, including a recent Intel CPU design and several 
recent NVIDIA graphics cards. The chapter concludes with a description of 
NVIDIA cloud renderers and some of the heat, communication, and latency issues.

Chapter 6 covers the modeling of virtual environments, many of the issues of 
scanning and modeling 3D objects, both small objects such as human head and 
large objects such as buildings. The chapter goes into some detail on polygon 
counts and illumination models and the hierarchical modeling of complicated 
objects with articulations, such as human hands. Chapter 6 also contains an entire 
section on physical modeling, including collision detection and collision response 
techniques and behavior modeling of individual humans and multi- human crowd 
scenes as well as hierarchical modeling of complicated objects. Also described are 
several model management techniques.

Chapter  7 covers VR programming, including scene graphs, toolkits, object 
libraries, haptic toolkits, game engines (Unity and Unreal), the game production 
pipeline, and AI in gaming.

Chapter  8 discusses human factors in VR, including a wide range of topics: 
methodology and technology of human factors research, usability engineering 
methodology, and user performance studies, including detailed discussion of 
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 several user studies as examples. Cybersickness, a barrier to VR adoption, is  analyzed 
in terms of causes and ways to address it. The chapter covers cybersickness and 
concludes with a discussion of the social implications of VR, including the potential 
impact of VR on professional life and the potential impact of VR on personal life.

Chapter 9 covers various applications of VR: medical education, rehabilitation 
after surgery or stroke, and VR skills training for individuals with cognitive 
impairment. An entire section is devoted to VR in education, arts, and 
entertainment. The chapter includes a sensitive discussion of VR to help with 
cultural heritage, appreciating pieces of art, buildings, and historical sites, some 
of which may no longer exist physically. Entertainment applications are covered 
in some detail, as these are today’s largest market for VR. These applications 
include PC games and also location- based VR entertainment, from rides at Disney 
theme parks to smaller VR “lounges” equipped with VR systems for small group 
gaming. The chapter concludes with a long section on military training 
applications: small arms tactical trainers for ground forces, training for drivers of 
armored personnel carriers, flight simulators for pilots, and trainers for navigating 
ships in narrow and complicated waterways.

In summary, Virtual Reality Technology is a valuable book, with a great deal 
of detailed information about a wide variety of topics relevant to virtual and 
 augmented reality. The reader will learn much from it.

Henry Fuchs PhD
Federico Gil Distinguished Professor of Computer Science  

and Adjunct Professor of Biomedical Engineering
University of North Carolina at Chapel Hill
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We wrote the 2nd edition of Virtual Reality Technology at the turn of this century. 
Since then, technology advancements, lower equipment cost, and an explosion in 
mobile and cloud gaming led to increased virtual reality (VR) use. Modern VR 
systems now include “all- in- one” head- mounted displays, eye trackers, cloud ren-
dering, haptics, olfactory feedback, and neural interfaces.

In writing this 3rd edition, we updated 95% of the material presented in its pre-
vious edition. New topics in the 3rd edition include large- area tracking, foveated 
rendering, foveated displays, holographic displays and olfactory feedback. The 
discussion of modeling the virtual environment emphasizes new rendering tech-
niques as well as the use of artificial intelligence. Haptics and olfactory feedback 
have now entered the “mainstream” VR and are treated in an integrative manner 
throughout our book. Programming is now largely based on the Unity 3D game 
engine, for which we include a discussion on the new game development pipe-
line. Cybersickness, because of its prevalence and impact on wider VR adoption, 
is discussed at length. New application domains described here include remote 
virtual rehabilitation, olfactory heritage, subscription- based cloud gaming, and 
use of mixed- reality in deployable flight simulators.

While technology has advanced in strides over the past decades, formal educa-
tion of VR in colleges and universities continues to lag behind. Technical text-
books, such as this one, address the needs of engineering and science education. 
However, a critical need remains for teaching the subject in related fields, such as 
medicine, the arts, and the military.

Our main motivation in writing a third edition was, however, to offer a com-
plete, structured book that follows the rigors of texts written in related fields, such 
as mathematics, electrical engineering, computer science, and physics. Therefore, 
this book includes definitions, mathematical formulae, and review questions.

The textbook is supplemented by a Laboratory Manual, with six chapters, each 
intended for a different experiment and programming skill. The Laboratory 
Manual uses Unity 3D, since student licenses are freely available, and to better 
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prepare the reader for employment in the burgeoning gaming industry. The exper-
iments are designed for the Meta Quest 3 all- in- one Head- Mounted Display, with 
a progression of programming tasks. Each Laboratory Manual chapter has home-
work and programming assignments for graduate and undergraduate students. 
We see the Laboratory component as culminating in a Term Project and public 
presentation. To that end, we include Term Project guidelines as well as a sample 
grading sheet available on the Instructor Site. Presentation skills are important in 
professional development and should be emphasized here as well.

The textbook is intended for use in a one- semester introductory VR course 
(with Laboratory) and can also be used in “sub- specialty” classes. Chapters 1– 5 
can form the core of a hardware- intensive course targeted mainly for the engineer. 
Chapters  6 and  8 are appropriate for an advanced course in human– machine 
interfaces, more familiar to the computer scientist and experimental psychologist. 
Finally, Chapters 7 and 9 are of interest to programmers, application developers, 
and others, and thus generally applicable.

First, we thank Daniel Nguyen who coauthored the Laboratory Manual. We are 
grateful to the many hundreds of students at Rutgers University who took my VR 
undergraduate and graduate courses and associated laboratories. Their timely 
feedback helped improve this textbook. We are also grateful to the individuals and 
companies that contributed materials to the book. Thanks go to Professor Henry 
Fuchs, a pioneer and world- renowned expert in virtual and augmented reality, 
who wrote the Foreword to this edition.

Last, but not least, I am saddened by the passing of my coauthor, the late 
Professor Philippe Coiffet, as we were finishing our writing. This book is dedi-
cated to him!

Grigore C. Burdea Ph.D.
Elkton, Florida, USA
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About the Companion Instructor Website

This book is accompanied by a companion website:

www.wiley.com/go/BurdeaVirtualRealityTech 

This website includes:
 ● Laboratory Manual
 ● Sample course lecture PowerPoints

https://www.wiley.com/go/BurdeaVirtualRealityTech
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1

While the scientific community has been working in the field of virtual reality 
(VR) since the 1980s, it is more recently that VR has become widely utilized. 
While popular culture has embraced the term, confusion (even among experts) on 
what VR really is, continues.

Before we define VR, let us first say what it is not. Augmented reality (AR) 
(Fellner et al. 2009) overlays computer graphics, or text, on top of real images. An 
AR application example is the popular Pokémon Go game (Colley et  al.  2017) 
played on mobile devices. Here, imaginary characters are overlaid on a view of the 
player’s surroundings and are part of the game script. In this example, the AR 
scene incorporates images of real objects, so it is not VR in its strictest sense.

Technologists were joined by artists and the media in trying to define the field. 
Early on, the book The World of Virtual Reality published in Japan (Hattori 1991) 
depicted Alice in the “Wonderland,” as shown in Figure  1.1. This is more 
 eye- catching and amusing than being scientific.

Others have referred to VR in terms of the devices it uses and not its purpose 
and function. The general public tends to associate VR simulations with head- 
mounted displays (HMDs) and sensing gloves (in laymen terms “goggles” and 
“smart gloves,” respectively). This limited view of the field of VR is due to the fact 
that HMDs and sensing gloves were the first devices used in VR. This is not a good 
definition either. Today, VR can be experienced on large displays such as high- 
definition television (HDTV) or tiled displays. Similarly, sensing gloves became 
unnecessary once technology was able to track fingers directly. Therefore,  defining 
VR solely in terms of the devices it uses is also not adequate.

Then what is VR? Let us first describe it in terms of functionality. It is a simula-
tion in which computer graphics and other display modalities are used to create a 
synthetic world. Moreover, this new world is not static, rather it responds to the 
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Figure 1.1  The World of Virtual Reality. Reproduced from Hattori 1991 / with permission 
of Kōgyō Chōsakai; Shohan.


