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Introduction

The VMware Workstation Pro solution is a type 2 desktop hypervisor
solution that enables you to run virtual machines, containers, and
Kubernetes clusters on your local PC or laptop. It provides the ideal
solution for building and testing virtual machines locally before moving
them into production.

This second book will focus on some of the more advanced features of
VMware Workstation Pro.

Throughout this book, we will work proactively with the Workstation
Pro solution to enable you to build and manage virtual machines
and containers locally, using step-by-step instructions with real-life
screenshots to demonstrate each key feature and how it works.

We start with a high-level overview of how VMware Workstation
Pro works with running containers starting with a brief overview of how
containers differ from virtual machines. Then, we will look at how to set
up and configure VMware Workstation Pro for running containers and
then take a deep dive into the vetl command that is used for managing
container environments.

Following on from managing and working with containers, we will look
at the vmware command for running Workstation Pro from the command
line of the host machine.

In the next couple of chapters, we will look at the vmrun command,

a command line utility available in Workstation Pro that allows you to
control virtual machines and automate guest operating system actions on
virtual machines, and then the Workstation Pro API.
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INTRODUCTION

After we have taken a look at support and troubleshooting tips, we
will take a look at VMware Workstation Player, a cut down version of
Workstation that is primarily used for running preconfigured virtual
machines.

In the previous Workstation Pro book, Volume 1, we installed
Windows-based operating systems as well as a completed vSphere cluster.
In this second part, we are going to install a Linux-based virtual machine
as well as an alternative hypervisor (Proxmox in this example).

The penultimate chapter will build on the installation of Workstation
Pro that we covered in Volume 1, but in this second part, we will look at
how to perform an unattended installation.

Finally, since Volume 1 of the book was published last year (2023),
we are going to discuss all the new updates and features that have been
launched since that book was published.

Xiv



CHAPTER 1

Working with
Containers

In this first chapter, although this book focuses on VMware Workstation
Pro as the desktop hypervisor for hosting virtual machines, we are

also going to look at one of the newer features that was introduced in
Workstation Pro 16, and that is the ability to manage containers.

The ability to run containers in Workstation Pro started with the
project Nautilus back in January 2020. Project Nautilus was a tech preview
feature included in VMware Fusion, the Apple Mac version of Workstation
Pro. It then became available in Workstation Pro version 16 controlled and
managed by using the new vctl command line utility.

Before we start to get into the specific details of running containers, we
are first going to take a step back and describe what a container actually is
and how it differs from a virtual machine.

What Is a Container?

A question that often gets asked is “So how does a container differ from a
virtual machine or hypervisor-based solution?” and why are we discussing
this in a book that is all about a desktop hypervisor?

© Peter von Oven 2024 1
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CHAPTER 1 WORKING WITH CONTAINERS

In this section, we are going to briefly compare containers and virtual
machines just to serve as a reminder to what we originally discussed in the
first book and to set the scene for this chapter.

As we have previously discussed, a virtual machine runs a full-blown
guest operating system instance that shares the physical resources of the
host machine on which it runs. It is a guest on the host’s hardware. In the
case of this book, Workstation Pro provides the hypervisor layer on top of
an existing operating system, referred to as a type 2 hypervisor.

In contrast, a container is an environment that runs an application
that is not dependent on a guest operating system. Instead, it isolates just
the application by bundling (or containerizing) the application’s code
together with the related configuration files and libraries and with the
dependencies that the application requires for it to run.

The diagram in Figure 1-1 shows the comparison between a
hypervisor-based VM solution and a containerized environment.

/ N )
Application Application
Operating System Operating System
B E2Y B 5 Application Application Application
Binaries Binaries Binaries
S — -] Libraries Libraries Libraries
» — ke, — = _ O — =
Virtual Machine Virtual Machine [ Container Engine
- A J
Hypervisor Operating System
Physical Machine Physical Machine

Figure 1-1. Comparison Between a Hypervisor and a Container

This bundling is where the container name originates from. If you
think about moving house and using a shipping container into which you
place all your belongings, by doing this, it makes it easy to move everything
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around in one hit. It is the same for applications. In this analogy, substitute
your household belongings for the application runtimes, config files, and
libraries and there you have your containerized apps, ready to run across
environments.

Containers provide a straightforward way to build, test, deploy, and
redeploy applications on multiple environments either from a developer’s
local machine to an on-premises data center or to the cloud.

The most common examples of container engines are Docker and
Kubernetes.

VMware Workstation Pro enables you to manage containers as well
as virtual machines. With containers the vetl command, integrated into
Workstation Pro, provides you with the ability to create, run, and manage
containers from the command line and is the subject of this first chapter.

Getting Started with the vetl Command

Now we have brought you up to speed with what a container is and how
it works; in this next section, we are going to get started with running
containers in VMware Workstation Pro.

To run Kubernetes clusters and manage containers using Workstation
Pro, the vetl command is used.

What Is the vetl Command

You can use the vctl command line utility in Workstation Pro to manage
containers. In addition, the vctl command provides support for KIND
(Kubernetes IN Docker) so that KIND can use vctl containers as nodes to
run local Kubernetes clusters.

The vctl is a command line utility that is already bundled inside the
Workstation Pro application and is supported only on host machines that
are running Windows 10 1809 or later. If you are running Workstation
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Pro on hosts that are running either a Linux-based operating system or
Windows operating system version prior to Windows 10 1809, then these
versions do not support the vctl command line, and therefore, it cannot
be used.

We have just highlighted the fact that the required executable files are
already included and bundled within in the Workstation Pro application,
so the question is what they are and where would you find them.

To answer the latter part, you will find the files located in the C:\
Program Files (x86)\VMware\VMware Workstation folder by default. If you
choose to install Workstation Pro in a different folder location, then you
will find them in the folder you created.

Next is what these files are called and what functionality do they
provide. The three executables of the vctl command line utility are
described below:

o containerd.exe - This is a runtime daemon that runs in
the background on the host machine. The containerd
daemon must be started first before you can run any
container-related operation. To start it, you use the
vctl system start command, and to stop it, use the vctl
system stop command. We will cover these commands
later in this chapter.

¢ containerd-shim-crx-v2.exe - When a new
container is started, a new containerd-shim-crx-v2
process is launched and acts as an adapter between
the container in the CRX virtual machine and the
containerd daemon.

e bin/vctl.exe - Is a command line utility that runs
in the foreground and relays the user input to the
containerd daemon.

Before you start running any of these commands, there are a couple of
prerequisites you need to be aware of as we will discuss in the next section.

4
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vctl Command Prerequisites

Although the vctl command is included with Workstation Pro and is
available to run without the need to install any additional software or
Workstation Pro features and is available from the standard command
prompt windows or form a Windows PowerShell window, there are a few
prerequisites you need to meet first as described below:

e VMware recommends that you use a modern solid-
state drive (SSD) as system disk in the host machine to
provide the required performance.

e The host operating system must be Window 10 1809
or later.

o Before using the vctl command to run any operation on
a container image or container, the container runtime
must be started first.

The container runtime doesn’t start automatically when the
Workstation Pro application launches and does not stop automatically
when you exit and close the Workstation Pro application. You must
manually start and stop the vctl command which we will cover in the
next section.

You can check as to whether the container runtime is running by
following the steps described:

1. Onthe host machine that is running Workstation
Pro, open a command prompt or a PowerShell

session.

2. Atthe command prompt, type the following
command: vetl system info and press Enter.
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3. You will see the following screenshot with the red

box highlighting the status of the container runtime

which in this example shows that it is not currently

running (stopped) as shown in Figure 1-2.

7 Command Prompt X

v 3
Container runtime path:
Log file:

Log level:

Config:

Host network:
Storage root folder:

Virtual machine CPU (cores):
Virtual machine memory (MB):
Kubernetes node CPU (cores):
Kubernetes node memory (MB):

—Rrogran Lilg 24 Mwaxe\VMware Workstation>vctl system info
Container runtime is stopped.

art.

C:\Program Files (x86)\VMware\VMware Workstation\containerd.exe
C:\Users\vonov\.vctl\containerd.log

info

C:\Users\vonov\.vctl\config.toml

4

2048

4

8192

vmnet9

C:\Users\vonov\.vctl\storage

C:\Program Files (x86)\VMware\VMware Workstation>

Figure 1-2. Checking the Status of the Container Runtime

4. Ifthe container status showed as running, then you

would be able to continue and manage the running

containers using the vctl commands.

Having said all that, the first time you start the container runtime, a few

more steps are required, which are automated, that basically download

the virtual machine that acts as the container runtime for managing the

Kubernetes nodes as well as the nodes themselves.

Setting Up and Managing a Container Runtime

Running the vctl command for the first time will download the required

files and set up the container runtime environment before automatically

starting it.
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To do this, follow the steps described:

1. Onthe host machine that is running Workstation
Pro, open a command prompt or a PowerShell

session.

2. At the command prompt, type the following
command: vetl system start and press Enter.

3. You will see the following as shown in Figure 1-3.

7 Command Prompt X e |57 (m] X

C:\Program Files (x86)\VMware\VMware Workstation>vctl system start
Downloading 3 files...

Downloading [crx.vmdk 95.17% kubectl.exe 28.72% kind-windows-amdé4 97.90%]
Finished kind-windows-amdé4 100.00%

Downloading [crx.vmdk 98.20% kubectl.exe 30.35%]

Finished crx.vmdk 100.00%

Downloading [kubectl.exe 92.83%]

Finished kubectl.exe 100.00%

3 files successfully downloaded.

Preparing storage...

Container storage has been prepared successfully under C:\Users\vonov\.vctl\storage
Preparing container network...

Container network has been prepared successfully using vmnet: vmnet9
Launching container runtime...

Container runtime has been started.

C:\Program Files (x86)\VMware\VMware Workstation>

Figure 1-3. Starting the Container Runtime

4. You will see that three files are downloaded:

¢ kind-windows-amd64 - Kubernetes IN Docker,
local clusters for testing Kubernetes, is a tool for
running local Kubernetes clusters using Docker
container nodes. kind was primarily designed for
testing Kubernetes itself.

¢ crx.vimdk - This is the virtual disk for the CRX
(Container Runtime Executive) virtual machine
appliance used for the container host environment
and is user for kind.
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o kubectl.exe - kubectl is a command line tool that is
used to run commands against Kubernetes clusters.
It does this by authenticating with the master node
of the cluster and then making API calls to perform
the management actions.

5. These three files are saved in a folder called bin
which in turn is created in a folder called .vctl. The
folders are created the first time you run the vctl
command.

The folders will all be created under the currently
logged in user. In this example, the username of
the currently logged in user is vonov, and so you
will find the folders in the c:\users\vonov\ folder as
shown in Figure 1-4.

bin > + = o X
< 4 C X Search bin Q
& New C:\Users\vonov\.vcti\bin D preview
S Name Date modified Type Size
) Gallery & ox

5 .
@ Peter - Personal 7] docker

[ kind

3] 0/09/2020 17:08
@ Desktop kubectl 0 ).

Figure 1-4. Downloaded Container Files

There are two other files that we are going to take a closer look at. Both
files can be found in the .vctl folder. One file relates to the configuration of
the Kubernetes node, and the other file relates to the CRX virtual machine
appliance.

If you navigate to the c:\users\<username>\.vctl folder, as shown in
Figure 1-5, then you will see the files in question highlighted in red.
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= (=] X
vetl X +
Gr T C \Users\vonov\.vctl| X Search .vct Q
C:\Users\vonow\.vctl
® New (D Preview
2 Documents Size
P Pictures < bin
& Music @ opt
B videos > storage
09_Whats New l configjson 2024 19:4 SON l
pvoshare ] config.toml
i Local Disk (C) I ] config.yaml ’ 419:4 YANAL Fil I
W™ containerd

Figure 1-5. Container Configuration Files

If you open the config.json file using something like Notepad, you will
see the following detail shown in Figure 1-6.

E config.yaml config.json X ar

File  Edit  View 3

{
"ociversion":"1.0.1",
"annotations”
“cpu':"2",
“memory":"1024",
"vmdk" :"crx.vmdk",
"io.kubernetes.cri.container-type":"container"
}
}
Ln1, Col1 160 characters 100% Unix (LF) UTF-8

Figure 1-6. config.json File

As you can see from the config.json file, this virtual machine is
configured with two CPUs and 1GB memory and uses a virtual disk file
called crx.vindk. But the question is, what is this virtual machine and why
is it required when we are talking about running containers?
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The name of the virtual disk file gives this away. CRX, as we have
highlighted before, stands for Container Runtime Executive for ESXi. It
is a virtual machine, as you can see from the configuration details, that is
highly optimized to run a Linux kernel that in turn is highly optimized to
enable you to run containers.

With the container runtime running, you will see the virtual machine
and the Kubernetes node by running the vtcl system info command at
the command prompt. This is shown in Figure 1-7.

| Command Prompt X + v - o X

C:\Program Files (x86)\VMware\VMware Workstation>vctl system info
Container runtime is running.
Use 'vctl system stop' to stop.

Container runtime path: C:\Program Files (x86)\VMware\VMware Workstation\containe
rd.exe

Process ID: 25604

Log file: C:\Users\vonov\.vctl\containerd.log

Log level: info

Config: C:\Users\vonov\.vctl\config.toml

Virtual machine CPU (cores): 2

Virtual machine memory (MB): 1024

Kubernetes node CPU (cores): 2

Kubernetes node memory (MB): 2048

Host network: vmnet9

Storage root folder: C:\Users\vonov\.vctl\storage

C:\Program Files (x86)\VMware\VMware Workstation>

Figure 1-7. System Information and Status

On the subject of the container runtime, it will have been started
as part of the vtcl system start command and once the files have been
downloaded. The next time it starts, then it will just start without the need
to download anything.

As the container service is now running, that means that vctl-based
KIND is now also ready. This means that kind will run local Kubernetes
clusters by using vctl containers as nodes and all Docker commands
have been aliased to use vctl so that Docker commands performed in the
currently opened window will be executed through vctl.
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We previously showed the configuration of the virtual machine and
Kubernetes node in terms of CPU and memory, but you will also see that
a new virtual network for containers, vimnet9, has been created. To show
this, if you launch Workstation Pro and then open the Virtual Network
Editor, you will see the new network as shown in Figure 1-8.

@ Virtual Network Editor X
Name Type External Connection Host Connection DHCP Subnet Address

VMnet1 Host-only - Connected Enabled 192.168.83.0

VMnet4 Host-only - Connected Enabled 192.168.73.0

VMnet8 Host-only - Connected Enabled 192.168.189.0

VMnet9 NAT NAT Connected Enabled 192.168.80.0

Figure 1-8. New vmnet9 Network Created

In the previous examples, we have just stuck with the default
configuration values for CPU and memory for the virtual machine and the
Kubernetes node, as well as the container storage volume size. In the next
section, we are going to look at how to change or update the configuration.

Updating the CRX VM and Kubernetes
Node Configuration

When it comes to the configuration of the virtual machine and the
Kubernetes node, so far, we have stuck with the default configuration.
However, depending on what you are planning on running, then there
may be the need to change the configuration to add more memory or CPU
resource.

These changes can be made when you start the container service,
reconfiguring the default CPU and memory sizes available to the virtual
machine and the Kubernetes node. First, let’s look at increasing the
resources on the virtual machine that hosts the Kubernetes node.

11
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The command to do this would look something like the following:
vctl system config --wvm-cpus <CPU QTY> --vm-mem <MEMORY SIZE>

When running the command, replace <CPU QTY> with the number of
CPUs you want to configure in the virtual machine, and then replace the
<MEMORY SIZE> with the new memory size for the virtual machine.

In this example, we are going to change the virtual machine
configuration to have four CPUs and 2GB of memory. The command to
make that configuration change would look like the following:

vctl system config --vm-cpus 4 --vm-mem 2048

If you then run the vetl system info command, then you will see the
following as shown in Figure 1-9.

7 Command Prompt P + v = o X

C:\Users\vonov>vctl system info
Container runtime is running.
Use 'vctl system stop' to stop.

Container runtime path: C:\Program Files (x86)\VMware\VMware Workstation\containerd.exe
Process ID: 3988

Log file: C:\Users\vonov\.vctl\containerd.log

Log level: info

Config: C:\Users\vonov\.vctl\config.toml
Virtual machine CPU (cores): 4
Virtual machine memory (MB): 2648
Kubernetes node CPU (cores): 4
Kubernetes node memory (MB): 8192
Host network: vmnet9

Storage root folder: C:\Users\vonov\.vctl\storage

Figure 1-9. Updated Virtual Machine Configuration

Now, let’s look at increasing the resources for the Kubernetes node.

This command is almost identical to the previous command, but now
we replace vim with k8s. Therefore, the command would look something
like the following:

vctl system config --k8s-cpus <CPU QTY> --k8s-mem <MEMORY SIZE>

12
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As with the previous command, replace <CPU QTY> with the new
number of CPUs you want to configure in the Kubernetes node, and
then replace the <MEMORY SIZE> with the new memory size for the
Kubernetes node.

In this example, we are going to change the Kubernetes node
configuration to have four CPUs and 8GB of memory. The command to
make that configuration change would look like the following:

vctl system config --k8s-cpus 4 --k8s-mem 8192

If you then run the vctl system info command, then you will see the
following as shown in Figure 1-10.

‘ 7 Command Prompt X + | v = (m] X

C:\Users\vonov>vctl system info
Container runtime is running.
Use 'vctl system stop' to stop.

Container runtime path: C:\Program Files (x86)\VMware\VMware Workstation\containerd.exe
Process ID: 3988

Log file: C:\Users\vonov\.vctl\containerd.log

Log level: info

Config: C:\Users\vonov\.vctl\config.toml
Virtual machine CPU (cores): 4

Virtual machine memory (MB): 2048
Kubernetes node CPU (cores): 4
Kubernetes node memory (MB): 8192
Host network: vmnet9

Storage root folder: C:\Users\vonov\.vctl\storage

Figure 1-10. Updated Kubernetes Node Configuration

As you have updated the configuration of both the virtual machine and
the Kubernetes node, then the corresponding configuration files will also
have been updated, therefore making these changes persistent.

If you open the config.yaml and the config.json files, then you will see
this updated configuration within the respective configuration files.

Now that we have downloaded the required files and configured
and started the container service, we can now turn our attention to the

commands that can be used in building and managing containers.
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vcetl Commands

We have already looked at some of the vctl commands in the previous
section. Those commands were used to configure the CRX virtual machine
and the Kubernetes node.

The next set of commands we are going to cover is for building,
controlling, and managing the containers themselves. We will cover these
commands in the following sections.

The build Command

The build command enables you to build a container image
from a Dockerfile. To run the build command, you would use the
following syntax:

vctl build <COMMAND_OPTIONS> <PATH»

When running the command, replace the <COMMAND_OPTIONS>
field with the build option you require, which we will discuss next, and
replace the <PATH> field with the path to the Dockerfile from which you
want to build your image.

build Command Options

The build command has several options that can be specified when
running the command that allows you to configure how the container
image is built. The command options are as follows:

--builder-mem <strings - Configures a limit

for the amount of memory that is available to the
container. You can enter MB or GB). By default,
the container is built with 4GB (4g). Replace the
<string> field in the command with the amount of
memory you want to configure.
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-¢c, --credential <string> - Enables you to specify
the path to the file that is used to store the private
registry authentication credentials. Replace the
<string> field in the command with the path.

-f, --file <string» - Enables you to configure
the path to the target Dockerfile that the container
will be built from. By default, the path is set to
PATH\Dockerfile. Replace the <string> field in the
command with the name of the Dockerfile.

-h, --help - Displays the help screen. In this case,
by using the build command, the help shown will be
specific to the build command.

--kind-1load - Enables you to load the container
image to a local kind cluster.

--no-local-cache - Configures the container to not
use local storage as cache for the base image.

-t, --tag <string» - Enables you to specify the
name of the container image that gets built. Replace
the <string> field in the command with the tag you

want to use.

With each of the command options described above, where you see
the <string> field requires you to input a string value such as entering a
name or the amount of memory.

Next, we are going to look at the completion command.
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The completion Command

With the completion command, you can output the shell completion code
for reporting on whether the shell loading has completed successfully. You
have the choice of the shell that you output the completion code to with
the command supporting Bash, Zsh, Fish, and PowerShell.

As a prerequisite for this command to work, you will need to have your
chosen shell application installed and the completions feature enabled
where appropriate. In the next sections, we are going to look at the syntax
for each of the supported shell options.

Bash

If you want to output the completion code to Bash, then you would run the
completion command for each session using the following syntax:

vctl completion bash » /usr/local/etc/bash_completion.d/vctl

Zsh

If you want to output the completion code to Zsh, then you would
run the completion command for each Zsh shell session using the
following syntax:

vctl completion zsh » "${fpath[1]}/_vctl"

Note For this command to take effect, then you will need to start a
new shell.
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Fish

If you want to output the completion code to Fish, then there are two
options. The first option is to output the completion code to the current
shell. To do this, you would use the following syntax:

vctl completion fish | souxce

The second option is to load the completion code for each session. The
command syntax for this option is as follows:

vctl completion fish > ~/.config/fish/completions/vctl.fish

Finally, we are going to look at the PowerShell option.

PowerShell

Finally, there is the option to output the completion code to PowerShell.
Again, there are two options with the completion command when
used with PowerShell. The first option executes the completion command

once using the following command syntax:

PS> vctl completion powershell | Out-String | Invoke-Expression

The other option is to load completions for every new session, using
the following command syntax:

PS> vctl completion powershell » vctl.psi

In the next section, we are going to look at the create command.

The create Command

With the create command, you can create a new container from an
existing container image.
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To run the build command, you would use the following syntax:
vctl create <OPTIONS> <IMAGE> <COMMAND> <ARGUMENTS>

When running the command, replace the <OPTIONS> field with
the build options you require, which we will discuss next. Then replace
the <IMAGE-> field with the path to the image file from which you want
to create a new container image from. Then you can add commands in
the <COMMAND> field and any arguments for those commands in the
<ARGUMENTS:> field.

create Command Options

The create command has several options that can be specified when
running the command that allows you to configure how the container
image it creates. The command options are as follows:

o --entrypoint <stringy - Enables you to override the
default entry point of the container image

e -e, --env <strings» - Enables you to set
environment variables in the container

o =--hostname <string» - Enables you to set a hostname
for the container

e -i, --interactive - Enables you to keep the STDIN
(standard input) open even if not attached

e -1, --label <strings» - Enables you to configure
additional labels on the container

e =-n, --name <string» - Enables you to assign a name
to the container

o -r, --privileged - Enables you to run the container
with extended privileges
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