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Preface

Currently, the use of digital images and videos has extended to different fields, such as 
surveillance, manufacturing, medicine, agriculture, machine and robot vision, pattern rec-
ognition, etc. They are easy to obtain from various environments, and it is necessary to 
recognize the objects contained in the scenes. To achieve this goal, several computational 
approaches have been developed; however, considering the technological advances in prob-
lems, such as image size, noise, illumination and security, it is necessary to develop new 
methodologies and to improve the classical algorithms.

On the other hand, computer vision and image processing systems should be able to 
automatically extract the desired features for a particular task. Computational Intelligence 
(CI) approaches are alternative solutions for automatic computer vision and image process-
ing systems; they include the use of tools, such as machine learning and soft computing. 
Researchers from all over the world are working hard to create new algorithms that com-
bine the methods provided by CI approaches to solve the problems of image processing and 
computer vision. This book provides high-quality research work that addresses broad chal-
lenges in both theoretical and application aspects of soft computing and machine learning 
in image processing and computer vision.

This resource is useful for a variety of readers, with three specific audiences in mind. One 
of these target audiences is university students (undergraduate, graduate, or post-graduate) 
who are learning about communication, automation, and power engineering. The second 
group includes those who are beginning a career in research and innovation. The third 
target audience consists of researchers and practitioners who lack an in-depth background 
in automation and engineering but want to rapidly acquire one and begin using it in their 
product development or platform.

This book comprises 19 chapters. Chapter 1 and Chapter 2 discuss the advancement in 
diagnostic and therapeutic techniques for ischemic stroke and object detection and track-
ing face detection and recognition. The third chapter discusses the future of medicine, 
namely 3D printing organs. Comparative evaluation of machine learning algorithms for 
bank fraud detection, an overview of computational-based strategies for drug repositioning 
and improving performance with feature selection, extraction, and learning are detailed 
in Chapters 4, 5, and 6. The proposed method is capable of retrieving transformed images 
as well, i.e., the proposed system is robust at photometric and geometric transformations, 
which is covered in detail in Chapter 7. 



xvi Preface

Chapter 8, 9, 10, and 11 respectively deal with the concept of trading for the crypto-
currency market based on smart price action strategies, comparative evaluation, and pre-
diction of exoplanets using machine learning methods; the risk of using failure rate with 
the help of MTTF and MTBF to calculate reliability; and a detailed description of various 
techniques using edge detection algorithms. 

Chapter 12 explores the logic and advancement of ML in smart houses. Chapter 13 high-
lights the strengths and limitations of swarm intelligence and computation. As a speedy 
reference for readers, this section identifies probable future directions that can address 
unresolved issues. Chapter 14 shows how to use bidirectional LSTM for heart arrhythmia 
detection. A comprehensive study on content-based, image-retrieval techniques for feature 
extraction is detailed in Chapter 15, which Chapter 16 describes the angiogenesis, its role in 
cancer and mechanism, and machine learning approaches to understanding angiogenesis. 
Chapter 17, 18, and 19 pertain to handwritten image enhancement based on neutroscopic- 
fuzzy and K-Mean clustering, a texture classification system based on an adaptive histo-
gram, and thyroid nodule detection using an L1-Norm inception, deep neural network.

We are deeply grateful to everyone who helped with this book and greatly appreciate the 
dedicated support and valuable assistance rendered by Martin Scrivener and the Scrivener 
Publishing team during its publication.

The Editors
April 2024
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Advancement in Diagnostic and Therapeutic 
Techniques for Ischemic Stroke

Mukul Jain1,2, Divya Patil2, Shubham Gupta3 and Shubham Mahajan4,5,6*
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Solutions Pvt. Ltd., Bangalore), Pune, Maharashtra, India 

5University Center for Research & Development (UCRD), Chandigarh University, Mohali, India 
6Hourani Center for Applied Scientific Research, AI-Ahilyaya Amman University, Amman, Jordan

Abstract
Ischemic stroke is a cerebrovascular disease that is typically brought on by a disruption in the blood 
flow to the brain; it accounts for more than 80% of all strokes. 1.8 million neurons are  thought to 
die per minute. The burden of stroke in people younger than 65 years has increased over the last 
decades, it has increased worldwide by 25% among adults aged 20 to 64 years. According to reports, 
both men and women can experience stroke symptoms, in this case women are more prone  to have 
nontraditional  symptoms of stroke like dizziness, lack of consciousness, slurred speech. In com-
parison to Western Europe, America, Australia, and similar to Eastern Europe, Asia has a higher 
stroke fatality rate. Acute management of stroke requires fast and efficient screening, imaging and 
modality. Better clinical outcomes can be attained through early detection and treatment of stroke. 
Stroke imaging techniques are computed tomography (CT) scans and magnetic resonance imaging 
(MRI). MRI is more preferred because it gives detailed and exact result of damage. Antithrombotic 
and neuroprotective therapies are the mainstays of conventional medicine, although their use is still 
constrained due to their poor safety. Utilizing nanomedicines is an additional option since they can 
boost therapeutic benefit and adverse effect reduction, achieve effective medicine collection at the 
target site, and improve pharmacokinetic behavior of pharmaceuticals in vivo. We have comprehen-
sively described ischemic stroke, its epidemiology, advanced artificial intelligence–based diagnostic 
tools and its treatment therapies.

Keywords: Ischemic stroke, computed tomography, MRI, artificial intelligence, diagnostic tools, 
PET, EEG, nanomedicine

*Corresponding author: mahajanshubham2232579@gmail.com
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2 Integrating Metaheuristics in Computer Vision

1.1 Introduction

Stroke is a fatal and disabling illness that affects more than 15 million individuals annually 
worldwide. It is an ageing disease that primarily affects persons over the age of 65 years [1, 
2]. In the US, ischemic strokes, which are caused by a decrease in brain blood circulation, 
account for 87% of all cases [2]. According to a report released by WHO in 2016, strokes are 
the second most frequent cause of impairment in the population today worldwide (Figure 
1.1). With the passing of each decade during the previous 40 years, it has been revealed  
that the number of stroke cases multiplied [11]. Both the incidence and prognosis of stroke 
are influenced by gender; nevertheless, overall, women have a higher stroke prevalence 
than men do due to aging-related increases in stroke risk and longer average lifespans for 
women [3]. Basic stroke classifications include hemorrhagic, transient ischemic attack, and 
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Figure 1.1 The data represent country wise occurrence of stroke and mortality rate in male and female across 
the world. (a) Incidence of stroke worldwide, in which china has higher percentage rate that is 9% and lower 
rate in Saudi Arabia that is 1%. (b) Prevalence of ischemic stroke across the world covering 28 countries, the 
higher incidence of ischemic stroke is 10% and low rate is 2%. (c) The percentage of mortality rate of stroke 
in male across the globe is 4%, high mortality rate is reported in Madagascar that is 9%. (d) The percentage of 
mortality rate in female across the world, high mortality is noted in Madgascar, Afghanistan, and Indonesia 
that is 9%.
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ischemic strokes (Figure 1.2). Nearly 80% of strokes are ischemic, while various populations 
experience hemorrhagic and ischemic strokes more frequently in varied proportions [4]. 
The following categories—etiologic subtypes—have been used to further categorize isch-
emic strokes: cardioembolic, atherosclerosis, lacunar, other particular causes (dissections, 
vasculitis, specific hereditary illnesses, etc.), and strokes with no known etiology [5]. Prior 
to the main stroke episode, individuals always have ministrokes, commonly referred to as 
transient ischemic attacks (TIA). The majority of published research relies on MRI and CT 
scan pictures to categorize strokes, which is a costly method of early stroke detection. CT 
and MRI are employed in the majority of investigations that identify strokes. These days, 
noninvasive methods are becoming more and more common. One such method is the elec-
troencephalograph (EEG), which is also a cheap or free method. The following issues have 
impeded the advancement of novel therapeutics for ischemic stroke and numerous other 
illnesses of the central nervous system (CNS): blood–brain barrier (BBB) prevents most 
CNS drugs from reaching the brain parenchyma effectively, which makes it difficult to treat 
or save areas of the brain that haven’t yet been completely affected; (2) many drugs have 
poor stability or toxicity after systemic and/or oral administration; (3) the physiopathology 
of the disease is not well understood; and (4) it is challenging to translate positive results 
from preclinical studies to the clinic [6]. One of the key problems in the treatment of stroke 
is the blood brain barrier. In order to transport enough medicine to the brain tissue, lipo-
somes must be able to cross the BBB and it is ideal for them to stay in the bloodstream for a 
long time [7]. New stroke diagnostic methods have been created thanks to nanotechnology 
and artificial nanomaterials. Identifying the biochemical and pathophysiological causes of 
stroke may be made easier with the help of this technology [8]. Due to their distinct fluo-
rescence characteristics, which enable high spatiotemporal accuracy at biologically relevant 
concentrations, optical CNT-based biosensors exhibit considerable potential [9, 10]. With 
the development of nanotechnology, it is now possible to carry drugs to the brain and, 
more precisely, the area that is ischemia, more efficiently [8]. The FDA has only approved 
one therapeutic drug—recombinant tissue plasminogen activator (tPA)—for the treatment 
of ischemic stroke, and its use is constrained by its limited therapeutic window, quick drug 
elimination, and potential for hemorrhagic transformation [138]. There is no particular 
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cure in medical science to deal with strokes; therefore, early identification is the key to deal 
with strokes. The early identification can inhibit the disabilities, loss of deaths, and other 
brain-related severe problems [12].

1.2 Diagnostic Tools of Ischemic Stroke

1.2.1 Preimaging

Patients with acute neurological conditions require quick neuroimaging. American Stroke 
Association recommendations recommend that the only prior inquiry is an actual capillary 
blood glucose, which is retrieved from paramedics. What is an intravenous cannula for 
contrast or perfusion imaging is frequently necessary sequences, enabling the simultane-
ous collection of a blood panel. This often includes a coagulation screen, a renal function 
test, and an infection test if the patient uses anticoagulants. Though many departments of 
radiology demand a current renal function prior to providing contrast [10].

1.2.2 Imaging

1.2.2.1 Computed Tomography Scan

Neuroimaging in the setting of a hyperacute severe stroke is still primarily based on CT. A 
noncontrast CT scan of head is rapid, delicate, and cost-effective excluding cerebral bleed-
ing, which is typically sufficient to make judgments on thrombolysis. Due to widespread 
availability and significantly shorter turnaround times, CT perfusion investigations are 
extraeffective in the accident  scenario to detect and identify stroke patients who can profit 
from thrombolytic therapy and vascular blood flow [134, 135] CT perfusion sequences can 
evaluate a variety of brain perfusion is frequently performed using artificial intelligence, 
like MIstar (Apollo Medical Imaging Technology) or iSchemaView’s Rapid Processing of 
Perfusion and Diffusion (RAPID) CT perfusion. The contrast bolus-tracking approach 
known as CT perfusion can be used with almost any multidetector CT scanner that is now 
in use in emergency rooms all around the world [131, 132]. A crucial factor in determining 
the dangers and possible benefits of reperfusion treatments, ideal CT perfusion values and 
thresholds that characterize irreversible infarction have not received enough attention in 
research [133]. These technologies make interpretation easier by ensuring the use of val-
idated thresholds and enhancing interobserver reproducibility [10]. The sensitivity of the 
CT signals is between 40% and 60% within the first 3 hours following the beginning of 
symptoms, and their positive, negative predictive values and specificity are correspondingly 
96%, 27%, and 85%. About 45 minutes after the onset of ischemia is when the hypodensity 
can be first detected. The severity of a middle cerebral artery (MCA) stroke can be deter-
mined by a noncontrast head CT scan utilizing the Alberta Stroke Program Early CT Score 
(ASPECTS). According to current recommendations, the time to CT and the reporting of 
preliminary findings should be under 20 minutes [15]. The overall pooled susceptibility 
for the CT perfusion method was 55.7%, while the specificity was 92%, based on a meta- 
analysis done in 2015. According to a 2017 study, CT perfusion scanning has a specificity 
and sensitivity of 92% and 82%, accordingly. This investigation  emphasized the dominance  
of CT perfusion study over noncontrast CT (NCCT) brain, arguing that while NCCT brain 
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can typically identify ischemic infarct, it is of little  usefulness in identifying the premature 
acute ischemic infarction (24-hour window following the beginning of symptoms) and is 
affect by the seriousness  and size of the infarct. The advantage of CT perfusion is that it can 
identify ischemic stroke symptoms early that noncontrast CT scans cannot [136].

1.2.2.2 Magnetic Resonance Imaging

A more accurate and widely used technique is the MRI stroke protocol for the diagnosis of 
acute brain ischemia alterations. For locating the infarct core, MRI is still the gold standard 
[13]. The way to determining the acute ischemic core volume is unquestionably MRI with 
DWI (Diffusion weighted imaging) and T2 FLAIR (T2 Fluid attenuated inversion recovery) 
sequences; their sensitivity and specificity. When water molecules move from the extracel-
lular to the intracellular space at the time of Na+/K+ ATPase, which happens at this stage of 
cytotoxic edema, DWI can detect hyperacute ischemic alterations [14]. Due to the restricted 
motion of the water molecules stuck in the cell, DWI can identify cytotoxic edema [20]. 
Standardized stroke MRI protocols take about 10 minutes in facilities that have used MRI 
as the primary diagnostic imaging technique for years. With the aid of echo planar imaging 
at 3 Tesla, this time might be cut down to 6 minutes [16–18]. A stroke that happened during 
the last 4.5 hours and might benefit from thrombolysis is identified by MRI [19]. Patients 
with incapacitating acute ischemic stroke (arbitrary definition: NIHSS>6) due to imag-
ing-proven anterior circulation major vessel blockage for up to 6 hours and posterior circu-
lation (basilar or posterior cerebral artery) 24 hours following the occurrence of symptoms, 
large-vessel occlusion. Another technique that might be utilized to assess suspected Large 
vessel occlusion LVO and its localization by MRI. In MR angiography (MRA), there are two 
technological options: native or unenhanced MRA, which predominantly uses the time of 
flight (TOF) approach, and contrast enhanced MRA (CEMRA), which uses an intravenous 
gadolinium-based contrast agent (GBCA) [21]. CEMRA is a method that uses T1-weighted 
spoiled gradient-echo sequences after GBCA is injected intravenously. You can collect sin-
gle-phase or multiphasic data. For MIP and VRT 3D reconstructions, the original data may 
once again be utilized. The previous restrictions on various flow artefacts are removed by 
CEMRA [22]. A complete MRI scan included CEMRA may require about 15 minutes. In 
AIS with LVO, it is estimated that in the worst-case scenario, every minute loses 1.9 million 
neurons and 12 km of myelinated fibers, and that an hour of inefficiency costs 120 million 
neurons, 714 km of lost myelinated fibers, and 3.6 years of accelerated ageing [23]. NECT 
for hemorrhage detection, ASPECTS assessment, and CTA for occlusion detection, that is 
all required in the acute context, particularly in the early time window. Additionally, MRI 
is more sensitive than NECT at detecting subacute or chronic intracerebral hemorrhage as 
well as microhemorrhages. Despite the fact that current guidelines and recommendations 
support CTP or MRI for the assessment of the ischemic core in the late and unidentified 
time frame [24, 25]. It is crucial to emphasize that CTP and MRI play a vital role in research 
and in understanding the pathophysiological process of stroke and its therapy [14]. Instead 
of allowing for direct observation of the arteries, MR perfusion imaging depends on the 
detection of tracer chemicals inside blood. The DAWN and DEFUSE 3 trials were two 
important stroke studies that altered the standard of care for individuals with large-vessel 
occlusion stroke who show within 6 to 24 hours of the onset of symptoms (determined 
as the “time last seen well” [TLSW]), allowing for the signs of endovascular therapy for 
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this extended time window. It is crucial to differentiate between triage that is done to find 
individuals that can benefit from therapy (the right use of imaging), and triage that is done 
to find patients who might have favorable results than others (an inappropriate goal in the 
context of individual medical care). Patients chosen based on the best CTP parameters 
tend to have better clinical outcomes, but such choice may boost statistics generally at the 
expense of neglecting many patients who would benefit [137].

1.2.2.3 Electromyography

The most often utilized method for learning about how muscles are controlled by their neu-
romuscular system is electromyography (EMG) [26, 27]. EMG is successfully used in clinics 
for surgical procedures and diagnostic support [28]. EMG has recently been investigated 
as an alternative brain–computer for detecting movement intention using brain–com-
puter interaction (BCI) [29]. Additionally, investigations on the viability of using EMG for 
human and muscle–computer interfaces have been conducted [30, 31]. In order to quantify 
muscle contraction velocity and analyze motor neurons and innervation zones, frequency–
domain and time–domain analysis are most frequently utilized for surface EMG analysis 
[39]. The ideal feature vector has been created using time–domain features such root mean 
square (RMS),  waveform length (WL) and Willison amplitude (WAMP) and waveform 
length (WL) [32, 33]. The most useful and often utilised frequency–domain parameters for 
determining muscle fatigue are median frequency (MDF) and mean frequency (MNF) [33]. 
The frequency–domain power spectrum technique, however, demonstrated more accuracy 
in determining muscle wear and tear [34].

1.2.2.4 Electroencephalography (EEG)

EEG, which records the electrical activity of the brain, has been investigated as a stroke 
diagnostic and predictive tool [35, 36]. Within the first three months following a stroke, the 
power spectrum starts to return to normal, but quantitative EEG (qEEG) can still reveal 
abnormalities that last past the threshold of excellent motor recovery, such as poor sym-
metry [37]. First time the brain symmetry measure was used to reliably identify early brain 
ischemia was during carotid surgery [38]. There is a need for an EEG device that is afford-
able, straightforward to set up, and simple to understand. Consumer wireless EEG systems 
that satisfy these demands have been made possible by technological advancements. One 
sort of wearable consumer EEG system that is commercially available and has been con-
trasted with medical EEG devices is The Muse by InteraXon Inc [39]. In order to evaluate 
the value of employing EEG in the hyperacute phase of stroke, future research will screen 
patients sooner, such as in the emergency room or in the ambulance [40].

1.2.2.5 Positron Emission Tomography (PET)

The first to show that the penumbra exists in people among the different stroke imaging 
modalities was PET in 1980 [41]. The “gold standard” for assessing early stroke pathogene-
sis is PET [42]. The fact that PET provides semiquantitative or quantitative hemodynamic 
data is one of its other key advantages [43]. Numerous PET imaging methods, such as mul-
titracer PET with 15O, PET with flumazenil (FMZ), and PET with fluoromisonidazole, are 
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available (FMISO). Each approach has particular advantages and disadvantages. The pen-
umbra is identified as tissue with “misery perfusion” (lower CBF but maintained CMRO2 
due to higher OEF) by multitracer PET, which produces quantitative maps of CBF, cerebral 
blood volume (CBV), CMRO2, and CMRglu [44]. The issue with multitracer PET was the 
substantial variation in penumbral CBF values (from 4.8 to 14.1 in one analysis and from 
7 ml/100 g/min to 22 ml/100 g/min in another). This illustrates how OEF is an unreliable 
indicator of tissue viability and how data from a single point in time can be perplexing 
when the overall trend is not known. Due to this, a marker that can recognize irreversibly 
damaged tissue independent of the length of time since the stroke began or changes in CBF 
over time is required [44]. PET with FMZ occurred as a result [45]. As it is diminished in all 
metabolically active tissue (except from the infarcted core), FMISO identifies the penumbra 
by designating hypoxic tissue. Oxygenated tissue is able to reoxidize the metabolite to its 
original form, but hypoxic tissue is unable to do so. The tissue at risk is then marked by the 
metabolite’s binding to intracellular molecules [46]. Since some tissue maintains oxygen-
ation in regions of low CBF by raising OEF and since some tissue has a lower baseline CBF 
and metabolic rate, hypoxia may be a more accurate predictor of tissue at risk than CBF 
(such as white matter) [46]. Theoretically, the fact that animals have a considerably lower 
white to grey matter ratio than humans is one reason why neuroprotectants that are effec-
tive in animal models cannot be translated to humans. This method would enable testing 
of white matter neuroprotectants because FMISO can image ischemic white matter [46]. 
However, the utility of PET in clinics is constrained by technical requirements and the brief 
half-life of 15O radiotracers [41].

1.3 Artificial Intelligence–Based Diagnostic Tools

There are numerous uses for artificial intelligence technologies in acute stroke imaging, 
with ischemic and hemorrhagic stroke types. Infarct or hemorrhage identification, seg-
mentation, classification, major vascular occlusion detection, Alberta Stroke Program Early 
CT Score grading, prognostication, and other components of the stroke therapy paradigm 
can all be aided by artificial intelligence. Particularly, cutting-edge AI methods like con-
volutional neural networks hold promise for effectively and accurately carrying out these 
imaging-based activities [47]. An input, one or more hidden layers, and an output are the 
components of artificial neural networks (ANNs), a kind of deep learning (DL) that imitates 
biological neurons. An input, one or more hidden layers, and an output are the components 
of artificial neural networks (ANNs), a kind of deep learning (DL) that imitates biological 
neurons [47]. Due to the limited window of therapeutic efficacy, early diagnosis of ischemia 
infarction is crucial when considering patients as possible candidates for thrombolysis [47]. 
Identification of patients who might benefit from mechanical thrombectomy depends on 
the diagnosis of LVO. On NCCT, an SVM algorithm had a high sensitivity (97.5%) for 
detecting the MCA dot sign in patients with acute stroke [48]. AUC of 86.3% (95% CI, 
0.83–0.90; P=0.001), intraclass correlation coefficient (ICC) of 84.1% (95% CI, 0.81–0.86; 
P=0.001), and accuracy of 86% were achieved by CNN-based commercial software, Viz-AI 
Algorithm v3.04 in detecting proximal LVO, and high sensitivity and specificity (82% and 
94%, respectively) were achieved by Viz-AI [49, 50]. GoogLeNet with augmented data in a 
pretrained network was the most accurate (AUC 14 1.0; sensitivity and specificity 14 100%) 
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compared to the highest performing augmented, untrained AlexNet (AUC 14 0.95; sensi-
tivity 14 100%; and specificity 14 80%), according to a study using two 2D convolutional 
neural networks, GoogLeNet and AlexNet, to detect basal ganglia hemorrhage [51]. More 
than 30,000 NCCTs from various hospitals in India were investigated by one of the big-
gest cohorts for the identification and categorization of ICH utilizing DL algorithms [52]. 
Another study was able to identify ICH and reprioritize studies as “stat” (defined as a pos-
itive ICH study) versus “routine” utilizing a fully 3D CNN and a sizable patient population 
[53]. Time to detection decreased from 512 to 19 minutes when the algorithm was incorpo-
rated into the radiologist’s workflow [47].

1.4 Blood-Based Protein Biomarker for Stroke

The use of radiological pictures for stroke diagnosis and distinction has been hampered 
by advancements in the field of neuroimaging, as well as possible drawbacks such their 
time-consuming nature, high equipment costs, limited availability, and variability in the 
analysis of radiological images [54]. It is very difficult to find ideal biomarkers that are 
engaged in cellular processes specific to ischemic stroke. Protein concentrations that are 
typically found in large concentrations in the brain not in the blood are obvious individ-
uals [139]. Blood biomarkers may provide a dependable, quick, and affordable technique 
to distinguish between IS and HS. The choice of the best therapy options for patients who 
have suffered an acute stroke may be aided by specific biomarker signatures. To effectively 
and efficiently identify IS from HS in acute settings for better treatment measures, a blood-
based biomarker method with high sensitivity and specificity is needed [55].

1.5 Markers for Endothelial Damage

The probable function of the Apo C-I and Apo C-III proteins in detecting HS  and IS  was 
discussed in a study by Allard et al. (2004) [56]. The relative fluorescence units were used to 
express the levels of Apo C-I and Apo C-III (RFU). In order to discriminate between 15 IS 
and 16 HS patients, Apo C-I was found to have a susceptibility  of 94% and specificity of 
73% with the cutoff point at 60 RFU, whereas Apo C-III was reported to have a sensitivity of 
94% and specificity of 87% with a cutoff point at 36 RFU. Within 6 hours of the beginning 
of symptoms, both Apo C-I and Apo C-III levels were shown to be higher in IS than HS. A 
few years later, Lopez et al. (2012) [57] used a Selective Reaction Monitoring (SRM)-based 
test to evaluate nine apolipoproteins (Apo A-I, Apo A-II, Apo B, Apo C-I, Apo C-II, Apo 
C-III, Apo D, Apo E, Apo H) for detecting IS and HS patients within the first week of symp-
tom onset. They discovered that Apo C-III (individually) identified between IS and HS 
with an area beneath the curve (AUC) of 0.85 out of the nine apolipoproteins assessed. Kim 
et al. (2010) examined a panel of four biomarkers (BNP, D-dimer, MMP-9, and S100B), but 
they only found one biomarker, namely BNP, whose levels were considerably higher in IS 
patients (90.8156.4) as compared to HS patients (16.310.8) and that characterized the two 
types of stroke with an AUC of 0.61 [58].
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1.6 Markers of Brain Injury

Within 2 to 6 hours of the beginning of symptoms, seven studies found that intracerebral 
hemorrhage (ICH) patients’ GFAP levels are considerably higher than those of IS patients 
[59–64, 66]. Only APC-PCI and GFAM  and APC-PCI significantly separated ICH from IS, 
according to Unden et al. 2009’s analysis of a panel of biomarkers, including S100B, Neuron 
Specific Enolase (NSE), GFAP, and Activated Protein C-protein C Inhibitor Complex (APC-
PCI), in 83 IS and 14 HS samples. A cutoff value of 0.35 g/l distinguished ICH from IS with 
a sensitivity of 96% and a specificity of 42%. The APC-PCI levels were much higher in IS 
patients (0.04–3.55 g/l) than in ICH patients (0.19–0.49 g/l). In ICH patients, GFAP levels 
were found to be much higher (40–160 ng/l) than in IS patients (30–70 ng/l), and at a cutoff 
value of 40 ng/l, it was able to distinguish ICH from IS [64, 65]. In a recent study with 146 
IS and 46 ICH patients, Luger S et al. (2017) found that serum GFAP had a sensitivity of 
77.8% and a specificity of 94.2% for separating ICH from IS in less than six hours at a cutoff 
value of 0.03 g/l [66].

1.7 Therapeutic Advances in Ischemic Stroke

Since well-developed nanomedicines have numerous remarkable benefits, many nano-
medicines are developed to increase the effectiveness  and decrease the negative effects 
of conventional cure approaches. Nanomedicine may boost the solubility of ineffectively 
soluble pharmaceuticals, enhance their steadiness, and lengthen their in vivo half-lives [67]. 
Targeted altered nanomedicine could help medications get around  the blood–brain barrier 
(BBB), which prevents the majority medications from getting to the brain, and achieve 
collection  at the intended spot to prevent unspecified  dissemination. Targeted alteration 
may also make it easier for a given cell type, like damaged neurons, to absorb a nanomed-
icine. Thus, targeting-capable nanomedicines not only improve curing  impact but  lowers 
inserted  dose and drug toxicity [68]. The drug delivery systems (DDS), which include 
stimuli-responsive nanocarriers and targeted nanocarriers, could deliver drugs to desired 
sites like thrombus and the central nervous system (CNS) and specifically release drugs 
in those areas by reacting to stimuli that are internal or external, thereby enhancing their 
therapeutic effects [138]. Additionally, the release of pharmaceuticals might be controlled 
by nanomedicines made of various functional materials, and the functionalized carrier may 
be useful in the treatment of ischemic stroke [67].

1.7.1 Ligand-Mediated Active Targeting

Since fibrin is a significant part of thrombus, alteplase was delivered using polystyrene 
nanoparticles were changed by an antifibrin antibody by combining proteins on their sur-
face. In the absence of an embolus, alteplase NPs displayed significantly lower activity than 
free enzyme, It would reduce the cleavage of plasminogen in an unspecific manner and raise 
the likelihood of bleeding less [69]. In addition to single-targeted ligand modification, there 
are some studies into dual ligand-modified nanomedicine that has superior targeting effec-
tiveness. The contact between thrombocytes is mediated by the overexpressed P-selectin 
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on active platelets. Dual-targeted nanovesicles modified with cRGD and P-selectin tar-
geting peptide were created to distribute SK105 using this technique as inspiration [70]. 
Glycerophospholipid-based nanovesicles that were located near the target region were able 
to release medications in response to stimuli because thrombus-forming platelets and leu-
kocytes overproduce the enzyme phospholipase A2.may cleave glycerophospholipids [70].

1.7.2 Nanomedicines That Provide Oxygen to Ischemic Brain Tissue

Although hemoglobin (Hb) is a naturally occurring O2 carrier, its limited clinical use is due 
to its short half-life and hypertension response [71, 72]. In addition to extending the period 
that hemoglobin circulates in vivo, liposomal hemoglobin (LHb) can transport enough 
oxygen to go beyond microcirculation’s barriers and to the penumbra, where red blood 
cells (RBCs) are rarely able to reach [73, 74]. When given right away after the middle cere-
bral artery is blocked, LHb can also greatly reduce the size of the infarction in a transient 
ischemia model (MCAO) [75, 76].

1.7.3 Reducing Oxidative Stress With Nanomedicines

Small molecule chemicals, antioxidase, and inorganics are the major types of antioxidants 
used in preclinical research. Antioxidants’ pharmacokinetic performance may be enhanced 
by nanomedicines, which may also help them pass through the BBB and store  in the injured 
brain [77]. Many small molecule antioxidants, including bai-calin [78], luteolin [79], cur-
cumin [80], resveratrol [81], tanshinone [82], and puerarin [83], are derived from plants 
and contain phenolic and keto components. For instance, hydrophobic curcumin is quickly 
broken down, ejected, and not effectively absorbed by cells in vivo. Because cells ingested 
NPs through endocytosis rather than passive diffusion, more absorption in neurons was 
seen in PLGA-NPs containing curcumin than in free drug. Additionally, NPs more effec-
tively reduced oxidative stress in H2O2-treated neurons [80, 84, 85]. The ability of NPs to 
prolong curcumin’s half-life in vivo improved the likelihood that the medication would 
enter the injured brain during the BBB’s opening window. In a different study, exosomes 
made from embryonic stem cells that had been loaded with curcumin increased the drug’s 
stability and solubility while also addressing the issue of low absorption [86]. Curcumin-
loaded embryonic stem cell exosome therapy can therefore considerably lower the level of 
ROS in the injured brain, decrease  the infarct size, and lessen the breakdown of neuro-
vascular units. several manufactured small molecule antioxidants as edaravone [87] and 
the nitroxyl radicals 2,2,6,6-tetramethylpiperidine-1-oxyl, there are natural antioxidants 
obtained from plants (TEMPO). The strategy of BBB modification may assist the edaravone 
micelles achieve more efficient storage in ischemic brain and rescue more neurons.  To 
increase the duration of edaravone’s circulation, PEG-PLA micelles that have been treated 
with CGS21680 were created [88].

1.7.4 Multiple Abnormalities are Controlled by Nanomedicine

Better results are anticipated when numerous abnormalities are suppressed synergisti-
cally. Since some medications, like curcumin, have anti-inflammatory, anti-oxidation, and 
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anti-apoptosis properties, they may be able to control several disorders at once. Additionally, 
numerous researches have blended various medicines with various roles into nanomedi-
cine to provide combination therapy [67, 89–92]. To distribute the neuroprotectant ZL006 
and alteplase, nanoplatelets were created. The TAT-peptide-linked alteplase was attached 
on the surface of platelet barriers, and the linker could be cleaved by thrombin. ZL006 
was precisely inserted into the polymeric NP core. NPs coated with platelets’ membranes 
kept platelets’ ability to target thrombin and free out alteplase in response to thrombin’s 
extremely expressed levels in clots. The blocked TAT peptide was then revealed after the 
linker was broken, which encouraged NPs to penetrate the BBB and distribute ZL006. In 
MCAO rats, the union of thrombolytics and a neuroprotectant markedly decreased isch-
emia-related damage [92]. Prior to reperfusion, hypoxia not only results in the depletion of 
neuronal energy but it causes the formation of ROS; subsequent to reperfusion, an increase 
in oxygen causes a significant increase in ROS. Manganous tetroxide nanoparticles demon-
strated long-lasting ROS scavenging activity. Ischemic brain was saved by controlling O2 
and ROS levels both before and after thrombolysis [92].

Due to their well-developed preparation technology, polymeric NPs, liposomes, and 
micelles are among the many nanomedicines that are now being studied with the aim of 
translating them into clinical use. Although inorganic NPs have good consistency and are 
simple to industrialise, if they are used on humans, considerable more research into their 
safety is required. Biomimetic nanomedicines, which are based on cell membrane or living 
cell exosome/vesicles living, have opened up new possibilities for drug targeting delivery in 
recent years. With the hope of bringing about new advancements in stroke treatment, their 
distinctive biocompatibility, safety, and intrinsic targeting qualities make them a research 
hotspot for nanomedicines [93].

1.8 Nanoparticles

1.8.1 Carbon Nanotubes

Graphite sheets tubes with nanoscale widths make to the class of nanomaterials known 
as carbon nanotubes [8, 94–99]. Their primary medicinal uses include medication deliv-
ery, tissue engineering, biosensors, gene therapy, and hormone production [100–104]. As 
passive diffusion cannot cross the BBB, conjugation of substances that encourage active 
transport to the brain is crucial for new uses in nanomedicine. Given the special character-
istic of carbon nanotubes, they have attracted a lot of attention as nanocarrier systems over 
the past two decades [105]. Fluorescently tagged multiwalled carbon nanotubes have been 
discovered to pierce microvascular cerebral endothelium monolayers without significantly 
harming cerebral endothelial cells, which is a requirement for therapeutic application [106]. 
Using carbon nanotubes in nanofiber scaffolds has been demonstrated in a recent study 
to greatly increase neuronal development and differentiation, suggesting potential appli-
cations in the field of peripheral nerve rehabilitation [107] (Figure 1.3). Despite the many 
advantages of carbon nanotubes, there are drawbacks to their use, such as poor water sol-
ubility, limited biodegradability and dispersity, harmful drug-induced oxidative stress, and 
lung illness [108–110].
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1.8.2 Dendrimers

A class of artificial macromolecules known as dendrimers exhibits a structure like a tree and 
unique encapsulating characteristics. Interesting structural characteristics of dendrimers 
include globular and layers of branched nanostructure, as well as a number of terminal 
functional groups on the outer layer. They may assemble complexes and enclose a variety 
of molecular entities [111]. Due to their capacity to cross the blood–brain barrier, dendritic 
macromolecules are commonly utilised in the treatment of illnesses of the central nervous 
system [112]. Because polyamidoamine, polypropylenimine, and polyacryl ether are uti-
lised in dendrimer formulations and may encapsulate both hydrophilic and hydrophobic 
compounds, these polymer-based nanostructures are frequently used as nanocarriers to 
transport different medicinal and imaging agents [113, 114]. The PEGylated dendrimers 
had the additional benefit of reducing blood clotting, which was helpful in the treatment 
of stroke. In a mouse model of permanent focal brain ischemia, the brain could also be 
found to contain the optimised PAMAM formulation 24 hours after injection. PEGylated 
PAMAM dendrimers extend the half-life of blood circulation and may be used in medica-
tion delivery systems [115].

1.8.3 Metal Nanoparticles

Metal nanoparticles are very promising for the therapy and  finding disorders of the brain 
[116–120]. Metal nanoparticles not only have improved photothermal performance but 
also have superior imaging and detecting capabilities [121–125]. Some metal nanoparticles 
have magnetic properties, which makes them useful for magnetic hyperthermia, magnetic  
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Figure 1.3 It shows the protective effects of carbon-based nanoparticles in central nervous system.


