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Artificial Intelligence is now present in numerous spheres of our everyday lives. It 
is poised to lead new and efficient business models for effective and user-centric 
services in the private and public sectors. Advances in AI in deep learning, (deep) 
reinforcement learning, and neuroevolutionary techniques can pave the way forward 
for artificial general intelligence (AGI). However, the development and use of AI also 
present challenges. Inherent biases prevalent within data corpora used to train AI and 
machine learning systems attribute to most of these challenges. In addition, multiple 
instances have highlighted the need for privacy, fairness, and transparency in AI-
powered decision-making. This book series will provide an avenue for researchers, 
leaders, decision-makers, and policymakers to share research and insights on the 
forefronts of AI, including its use in an Ethical, Explainable, Privacy-Preserving, 
Trustworthy, and Sustainable manner. 

The series has relevance across disciplines and be multi-disciplinary. Advances 
in AI, explainability AI, privacy-preserving AI, and ethical AI explored in this book 
series are unexplored areas for research and competence building. Such developments 
can reduce hesitancy for AI integration in many domains. The book series thus fits in 
well as an essential and growing need among those who work on artificial intelligence 
in academia, business and industry, and the public sector to exploit the opportunities 
in the constantly evolving field of AI. 

The series publishes research monographs, authored works by practitioners and 
case studies to highlight innovative and best practices, and edited volumes putting 
together varied perspectives.



Rajeev Arya · Subhash Chander Sharma · 
Ajit Kumar Verma · Brijesh Iyer 
Editors 

Recent Trends in Artificial 
Intelligence Towards a Smart 
World 
Applications in Industries and Sectors



Editors 
Rajeev Arya 
Department of Electronics 
and Communication Engineering 
National Institute of Technology Patna 
Patna, Bihar, India 

Ajit Kumar Verma 
Faculty of Technology 
Environmental and Social Sciences 
Western Norway University of Applied 
Sciences 
Haugesund, Norway 

Subhash Chander Sharma 
Electronics and Computer Discipline 
Indian Institute of Technology Roorkee 
Saharanpur, Uttar Pradesh, India 

Brijesh Iyer 
Dr. Babasaheb Ambedkar Technological 
University 
Lonere, Maharashtra, India 

ISSN 2731-8125 ISSN 2731-8133 (electronic) 
Frontiers of Artificial Intelligence, Ethics and Multidisciplinary Applications 
ISBN 978-981-97-6789-2 ISBN 978-981-97-6790-8 (eBook) 
https://doi.org/10.1007/978-981-97-6790-8 

© The Editor(s) (if applicable) and The Author(s), under exclusive license to Springer Nature 
Singapore Pte Ltd. 2024 

This work is subject to copyright. All rights are solely and exclusively licensed by the Publisher, whether 
the whole or part of the material is concerned, specifically the rights of translation, reprinting, reuse 
of illustrations, recitation, broadcasting, reproduction on microfilms or in any other physical way, and 
transmission or information storage and retrieval, electronic adaptation, computer software, or by similar 
or dissimilar methodology now known or hereafter developed. 
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication 
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant 
protective laws and regulations and therefore free for general use. 
The publisher, the authors and the editors are safe to assume that the advice and information in this book 
are believed to be true and accurate at the date of publication. Neither the publisher nor the authors or 
the editors give a warranty, expressed or implied, with respect to the material contained herein or for any 
errors or omissions that may have been made. The publisher remains neutral with regard to jurisdictional 
claims in published maps and institutional affiliations. 

This Springer imprint is published by the registered company Springer Nature Singapore Pte Ltd. 
The registered company address is: 152 Beach Road, #21-01/04 Gateway East, Singapore 189721, 
Singapore 

If disposing of this product, please recycle the paper.

https://doi.org/10.1007/978-981-97-6790-8


Preface 

Recently, the development of artificial intelligence has shifted our horizon from the 
automation world to the smart world. Most of the time, it is impractical to solve 
issues with large data sets using an exhaustive data search. Powerful tools are avail-
able thanks to optimization methods for handling data analysis and learning prob-
lems. Several techniques are used to design and put optimization algorithms into 
practice, and they all work better. However, the search area expands exponentially 
with problem size in several applications. Moreover, the scope of applications using 
AI is also increasing day by day. There are various AI and machine learning algo-
rithms which have been adapted to work in a dynamic environment. The variety 
of algorithms developed for automobiles, drones, road management, sensor data 
management and analysis etc. is motivated by new optimization research trends that 
are primarily founded on machine learning and artificial intelligence. The goal of 
AI computing method is to find a useful result out of random and dynamic data. 
Numerous fields, including engineering, medicine, industry, education, and the mili-
tary, can handle optimization in high-dimensional real-world issues thanks to some 
machine learning algorithms with unsupervised frameworks. 

A significant area of computational intelligence, soft computing, and optimization 
in general is the study of fast and effective algorithms which makes our world smarter. 
Since constrained and unconstrained algorithms are available, they are capable of 
handling a variety of problems effectively. The Internet of Things (IoTs), which 
uses smart devices, smart sensors, and machine learning, and cloud computing are 
other popular subjects. They encompass all kinds of systems, including business, 
finance, industry, manufacturing, management, and the environment, in addition 
to information and communication technology. IoT creates a significant quantity 
of data and links the physical world to the Internet. Big data processing is made 
easier by a cloud computing environment, which also uses machine learning and 
big data analysis to make wise choices. Additionally, the fusion of intellect and 
technology enables the reduction of human effort while increasing the precision and 
efficacy of the latter. By connecting innovative thinking with innovative action and 
innovative execution in nearly every aspect of human life, smart devices and systems 
are revolutionizing the world. A system becomes smart when it can collect data,
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process it, analyse it, and make right decisions. Sensors are typically used for data 
capture and gathering, and processing converts raw data into usable information. The 
task of making decisions is ultimately assisted by the analysis of data using clever 
algorithms. 

This edited book’s general goal is to compile the most recent chapter reviews on 
the interrelated fields of Internet of vehicles, internet of drones, and cognitive radios 
etc. This book is dedicated to the analysis, modelling, simulation, and applications in 
the interdisciplinary fields of these cutting-edge technologies, from challenges and 
current issues to foundations, latest research and development, and opportunities. We 
attempt to cover every facet of the interplay between various areas of the smart world 
like smart cities and smart homes etc. We intend to offer a thorough platform for 
researchers to present novel methods for handling various types of uncertainties in 
practical issues using the cutting-edge machine learning algorithms. We examine the 
potential future work in various domains using the internet and its novel approach to 
bridging the divide between theory and day-to-day practical problems. Additionally, 
we present a unified manifesto for applied scientists to use machine learning methods 
in many different engineering fields, such as IoTs and communication, as well as the 
difficulties they may encounter in the process. The book investigates new learning 
domains and includes case studies based on both synthetic and actual data from 
various domains. We anticipate that it acts as a one-stop resource for field researchers, 
scholars, scientists, and industrialists. 

Chapter 1 discusses the use of AI to make communication world smarter. This 
chapter explains how AI has contributed to making cognitive radio smarter using 
various optimization techniques. The various challenges and solutions of AI driven 
cognitive radio network have also been discussed. The future trends of AI driven 
CRN and its impact on industries have also been explained in this chapter. 

Chapter 2 focuses on healthcare system. Every patient wants to keep their data 
secure but with the development of IoT digital health records have been created. To 
keep this data safe while avoiding unethical access to this data is very important. This 
chapter explains the benefits of AI in solving various problems like remote surgery. 
The role of AI in various sectors of healthcare like drug discovery, radiology, and 
patient monitoring has been discussed. 

Chapter 3 explains the enormous revolution that is happening within the healthcare 
industry in the 21st century with the development of Artificial Intelligence (AI). With 
the coming of artificial intelligence and its application in healthcare businesses, the 
chapter looks at the world- view move in smart healthcare. Having moved from 
Industry 4.0 to Industry 5.0, the healthcare industry has gone through a change that 
has given the industry an unused dimension and a sensational alter. 

Chapter 4 explains the modern industrial environment influenced by smart manu-
facturing and logistics, which also drive competitiveness, efficiency, sustainability, 
and innovation in a variety of other sectors and industries. Businesses can detect 
possible hazards and opportunities using real-time data analytics and predictive 
capabilities, enabling them to act quickly and efficiently. The global industrial 
landscape is transformed by Smart manufacturing and logistics, which is often
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referred to as Industry 4.0 by leveraging advanced technologies to improve sustain-
ability, efficiency, and productivity. The terms and key concepts associated with this 
transformation include Industry 4.0, IoT, AI, and Automation. 

Chapter 5 discusses the importance of AI-powered machines in industrial automa-
tion, focusing on how they make operations more responsive and flexible in changing 
manufacturing environments. This chapter explores how industrial Internet of Things 
(IIOT) helps in performing various functions like remote monitoring and control-
ling, predictive maintenance, asset management, safety and compliance, and supply 
chain integration by analysing data, predicting challenges, optimizing processes, and 
introducing robotics in manufacturing. These systems can spot problems early on 
and prevent risks, resulting in less downtime and higher productivity. The chapter 
showcases case studies and success stories of AI solutions in various industries. It 
provides guidance for businesses wanting to capitalize on AI’s potential to gain an 
edge in today’s competitive market. 

Chapter 6 deals with the applications and challenges of optimization in internet of 
vehicles (IoTs). It starts with the network optimization in internet of vehicle and then 
it covers the various cases of resource and network optimization by using computation 
capabilities of other devices. 

Chapter 7 investigates how sensors work as IoT’s sensory organs, allowing for 
the capture of massive volumes of data from the actual world. The chapter highlights 
the critical role of sensors in enabling real-time monitoring, predictive maintenance, 
and improved decision-making in a variety of areas, including healthcare, agricul-
ture, transportation, and smart cities. Organizations that use sensor data can obtain 
significant insights into operational efficiency, resource optimization, and consumer 
behaviour. The chapter also discusses the problems and opportunities connected with 
sensor deployment in IoT ecosystems, which range from data privacy and security 
concerns to interoperability and scalability issues. 

Chapter 8 explains the integration of smart homes. Smart homes, equipped with 
cutting-edge technologies and digital devices, seek to enhance safety, convenience, 
energy efficiency, and sustainability within residential settings. By seamlessly inte-
grating smart homes into the broader framework of smart cities, a holistic approach 
to urban development can be achieved. This chapter explores the nuances of this inte-
gration, examining how smart homes contribute to the overall well-being and quality 
of life in urban environments. It addresses the challenges and opportunities inherent 
in building a connected urban habitat, emphasizing the imperative for sustainable 
urban development practices. 

Chapter 9 explains about sorting the road traffic better, a new type of Custom 
Hierarchical Convolutional Neural Network (HCNN) is suggested. This HCNN uses 
the good parts of 1D and 2D CNNs. It can get important features from both image 
and video data in a big way. The use of HCNN helps make the identification of 
vehicle types better. This leads to a smarter study of road traffic situations. This 
study’s findings are very important for smart transport systems, city planning, and 
traffic control. 

Chapter 10 explores the transformative role of remote monitoring and control 
management systems in revolutionizing agricultural practices to achieve enhanced
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efficiency and sustainability. With the increasing demand for food production amidst 
growing environmental challenges, adopting advanced technologies becomes imper-
ative to optimize resource utilization and mitigate risks. Remote monitoring and 
control systems offer a holistic approach to farm management by enabling real-
time monitoring, data-driven decision-making, and automated control of critical 
agricultural operations. 

Chapter 11 aims to explain the traffic detection system using deep learning algo-
rithms. The goal of our deep learning-based method is to build a traffic detection 
system that is both quick and accurate, with no human involvement required. The 
study focuses on two critical aspects of intelligent traffic monitoring: accident detec-
tion and traffic flow analysis. The goal of this project is to improve future intelli-
gent transportation systems by using TrafficNet technology. The TrafficNet system 
performs multiple activities, including dataset segmentation, data preparation, deep 
learning convolutional neural network (DLCNN) model training, traffic forecasting, 
and performance evaluation. 

Chapter 12 delves into the foundational aspects of UANs, exploring their concep-
tualization, development, applications, and the challenges they present. As a multi-
disciplinary field, UANs incorporate principles from robotics, wireless communica-
tion, and artificial intelligence (AI) to create networks of unmanned aerial vehicles 
(UAVs) that can operate autonomously or be remotely controlled to perform a variety 
of tasks. 

Chapter 13 explains the extensive integration of drones into the AI enabled IoT 
infrastructure also gives rise to concerns surrounding privacy, security, and adherence 
to legal requirements. Ensuring the appropriate and successful deployment of drone 
technology requires addressing crucial factors such as safeguarding data transfer, 
securing sensitive information, and complying with airspace rules. 

Chapter 14 focuses on improving traffic sign detection and recognition (TSDR)-
Net, a traffic sign recognition system for autonomous driverless vehicles that work 
in harsh weather conditions. The method uses multiple steps. It starts with hazy 
traffic sign images and uses deep learning techniques, particularly Deep Learning 
Convolutional Neural Network (DLCNN), to remove haze. The TSDR-Net begins 
by gathering hazy traffic sign images that have been affected by bad weather; using 
deep learning for haze removal to improve visibility; using a DLCNN to detect traffic 
signs; and evaluating model performance through accuracy and loss calculations. By 
addressing the crucial task of traffic sign recognition in harsh weather conditions, 
this research improves the safety and efficiency of autonomous driving systems. 

Finally, Chap. 15 explores the transformative integration of artificial intelligence 
(AI) in higher education to build smart campuses that enhance both the learning expe-
rience and administrative efficiency. The foundation of smart campuses is laid out, 
emphasizing the role of technology in shaping the future of education. Various AI
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technologies, including machine learning, natural language processing, and predic-
tive analytics, are examined in the context of personalized learning and student 
support. 
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Chapter 1 
AI-Driven Cognitive Radio Networks 
for Transforming Industries and Sectors 
Towards a Smart World 

Nandkishor Joshi, Nitin Arora, Hemant Yadav, and S. C. Sharma 

Abstract In wireless communication technology, the incorporation of Artificial 
Intelligence (AI) into Cognitive Radio Networks (CRNs) has become a possible 
paradigm change. To address spectrum scarcity and inefficiencies in wireless commu-
nication networks, the CRN can make judgments for dynamic time–frequency-space 
resource allocation and adapt dynamically to the radio environment. However, CRNs 
still face significant challenges with dynamic and real-time scenarios. Because of 
this, cognitive radio (CR) is usually combined with machine learning and artificial 
intelligence methods for efficient real-time processing. Furthermore, CRNs have 
entered a new phase because of the development of AI technologies, which have 
allowed them to progress from passive spectrum sensing to proactive, intelligent, 
and self-optimizing systems. However, dynamic and real-time scenarios continue to 
be significant hurdles in cognitive radio networks. Therefore, Cognitive radio is typi-
cally integrated with artificial intelligence and machine learning techniques for effec-
tive real-time processing. Additionally, the advent of AI technologies has ushered 
in a new era for CRNs, enabling them to evolve from passive spectrum sensing to 
proactive, intelligent, and self-optimizing systems. The revolutionary potential of 
AI-driven CRNs in guiding sectors and industries towards the realization of a fully 
smart world is examined in this chapter. AI-driven CRNs provide efficient resource 
allocation, safe communication, and real-time data analytics. As a result, it boosts 
sustainability, productivity, and safety in a variety of sectors, including manufac-
turing, transportation, healthcare, and agriculture. To optimize spectrum utilization 
and network performance, it explains how machine learning algorithms, such as deep 
learning, reinforcement learning, neural networks, fuzzy logic, and various AI-based 
optimization methodologies—empower CRNs to sense, learn, and adapt to dynamic
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spectrum conditions on their own. The current chapter delves into the obstacles that 
AI-driven cognitive radio networks face, outlining future research directions and 
highlighting persistent issues. 

Keywords Cognitive Radio Networks (CRNs) · Artificial Intelligence (AI) ·
Spectrum utilization · Spectrum sensing ·Machine learning 

1.1 Introduction 

Cognitive Radio Networks (CRNs) transform wireless communication by providing 
devices with cognitive, adaptive capabilities that challenge the traditional fixed spec-
trum assignment approach. Dynamic spectrum access is made possible by these 
networks, which let devices detect underutilized frequency bands on their own and 
take advantage of them in real-time without interfering with licensed users. The 
cognitive cycle, which consists of reconfiguration, intelligent decision-making, and 
spectrum sensing, is the central component of the CRN. During this cycle, cogni-
tive radios adjust to variations in the radio frequency (RF) environment to guarantee 
better quality of service and effective spectrum utilization. In order to solve spectrum 
scarcity, reduce interference, and improve overall network performance, CRNs are 
essential. These networks optimize channel allocation, boost network capacity, and 
enable 5G and 6G technologies by dynamically managing spectrum resources. The 
ability to adapt and be flexible is one of CRNs’ key contributions to the development 
of more dependable, strong, and effective wireless communication systems, which 
in turn opens the door to a more intelligent and connected world across numerous 
industries. 

1.2 Integration of AI in CRNs 

The integration of Artificial Intelligence (AI) in Cognitive Radio Networks (CRNs) 
marks a transformative leap in wireless communication technologies. AI augments 
the inherent capabilities of CRNs by providing advanced decision-making and 
learning mechanisms. Machine Learning (ML) algorithms play a crucial role in spec-
trum sensing, enabling cognitive radios to adapt dynamically to the ever-changing RF 
environment. Reinforcement Learning (RL) facilitates intelligent spectrum manage-
ment, allowing devices to optimize their communication strategies based on real-time 
feedback. Deep Learning (DL) techniques, with their prowess in pattern recogni-
tion and signal processing, enhance the accuracy of spectrum sensing and decision-
making processes. The synergy between AI and CRNs empowers networks to learn 
from past experiences, predict future spectrum conditions, and autonomously opti-
mize their configurations, leading to more efficient spectrum utilization and improved 
overall network performance. This integration holds the potential to revolutionize
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how wireless communication systems operate, fostering adaptability and intelligence 
in the face of evolving technological landscapes. The fuzzy type-2-based coopera-
tive spectrum sensing was introduced by Rasheed et al. (2018) for cognitive radio 
networks and later adopted to full duplex cognitive radio networks (Joshi and Sharma 
2023). In order to ensure the QoS requirements of CR users, maximize the utiliza-
tion of spectrum resources, and optimize base station (BSs) resource control strategy, 
Dan Wang et al. proposed the hierarchical distributed networking framework, which 
applies AI technologies to both channels resource allocation and base station (BSs) 
resources control of the 5G cellular networks (Wang et al. 2019). 

In Abbas et al. (2015) and Morabit et al. (2019), the authors investigated a number 
of different learning approaches, such as artificial bee colony (ABC) algorithm, fuzzy 
logic (FL), game theory (GT), neural networks (NNs), reinforcement learning (RL), 
support vector machines (SVM), case-based reasoning (CBR), decision trees (DT), 
entropy, Bayesian approaches, Markov models (MM), multi-agent systems (MAS), 
and genetic algorithms (GAs). 

In Morabit et al. (2019) and He et al. (2010), the authors of the study performed 
an in-depth analysis of state-of-the-art artificial intelligence (AI) applications in 
Cognitive Radio (CR). The objective was to determine workable alternatives for 
CR implementation and evaluate the benefits of different approaches in different 
scenarios. The methods covered in the review include rule-based systems (RBSs), 
ontology-based systems (OBSs), hidden Markov models (HMMs), artificial neural 
networks (ANNs), and case-based systems (CBSs). This extensive analysis provides 
valuable insights into the current landscape of AI applications in CR and underscores 
the unique strengths of each methodology for specific use cases. 

In Bkassiny et al. (2013), an in-depth survey was conducted, presenting a compre-
hensive overview of various learning techniques, including RL, GT, NNs, SVM, and 
MM. The survey not only introduced these methodologies but also delved into a 
thorough exploration of their individual strengths, weaknesses, and the associated 
challenges. This meticulous examination provides a nuanced understanding of the 
practical implications and limitations of each learning technique, contributing to a 
more informed perspective on their applications in diverse contexts. 

In Gavrilovska et al. (2013), the authors delved into an extensive exploration, 
scrutinizing game theory (GT), reinforcement learning (RL), and various reasoning 
approaches, including Bayesian networks (BNs), fuzzy logic (FL), and case-based 
reasoning (CBR). This thorough investigation illuminated the applications and inter-
actions among these methodologies, offering a nuanced understanding of their roles 
and contributions within the context studied. 

In Bello Salau et al. (2015), an inclusive survey unfolded, showcasing AI tech-
niques, including genetic algorithms (GA), artificial neural networks (ANN), hidden 
Markov models (HMMs), and metaheuristic algorithms (MEAs). The exploration 
delved into a meticulous evaluation of their strengths and weaknesses, along with 
a thorough examination of open research issues pertinent to these techniques. This 
comprehensive scrutiny enhances our comprehension of the intricacies, potential, 
and areas for further investigation within the realm of AI methodologies.
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1.3 The Potential for AI-Driven CRNs to Revolutionize 
a Variety of Industries 

Artificial Intelligence-driven CRNs have the potential to revolutionize a wide range 
of sectors and usher in a new era of intelligent and flexible wireless communica-
tion. AI-driven CRNs in the healthcare industry optimize spectrum allocation for 
smooth medical device connection while enabling remote patient monitoring and 
telemedicine. The integration of CRNs improves operational efficiency in industries 
such as manufacturing, which can construct smart factories and use the Industrial 
Internet of Things (IIoT) for real-time control and monitoring. In transportation, 
CRNs help to create intelligent transportation systems and connected automobiles, 
with AI optimizing spectrum consumption for vehicle communication. To ensure 
adequate energy distribution, the energy sector uses AI-driven CRNs to facilitate 
communication and control of the smart grid. Precision farming and smart agricul-
ture, made possible by CRNs and AI-driven sensor networks, are revolutionizing 
the agricultural industry. The combined influence of these sectors demonstrates the 
adaptability of AI-driven CRNs, which hold the promise of improved productivity, 
dependability, and connection and, in the end, open the door to the realization of a 
world that is smarter and more connected. 

1.4 Cognitive Radio Networks and Artificial Intelligence 

In this section, fundamental ideas of CRNs and artificial intelligence are elaborated. 
The incorporation of cognitive capabilities into wireless communication systems has 
emerged as a significant advancement in response to the constraints of traditional 
networks. CRNs provide a paradigm shift in dynamic and heterogeneous environ-
ments where spectrum conditions change due to different user demands and inter-
ference. The need for cognitive ability arises from the need to understand, evaluate, 
and adjust to the constantly changing radio frequency (RF) environment. CRNs’ 
primary functions include sharing, adapting, and perceiving the spectrum. Real-time 
identification of available frequency bands through constant observation of the radio 
frequency environment is known as spectrum sensing. This enables CRNs to opti-
mize spectrum utilization and prevent interference with primary users by dynamically 
allocating resources based on the situation. By enabling harmonious coexistence of 
numerous devices within the same frequency band, spectrum sharing encourages the 
effective use and distribution of spectrum resources. According to real-time observa-
tions, CRN adaptation entails modifying gearbox parameters, such as power levels 
and modulation techniques, to maximize performance. In order to overcome the 
drawbacks of conventional wireless communication networks and open the door for 
more effective and intelligent wireless communication systems, these cognitive skills 
work together to allow CRNs to negotiate the complexity of dynamic and heteroge-
neous surroundings. Due to the intelligent and dynamic behavior of CRNs, the AI
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methodologies are more appropriate to improve the performance of CRNs. The main 
fundamental concepts of CRNs and possible AI methodologies are elaborated in the 
following subsections. 

1.4.1 Cognitive Radio Networks: An Overview 

Cognitive Radio Networks (CRNs) owe their existence to the concept of Dynamic 
Spectrum Access. 

Dynamic Spectrum Access (DSA) 

Dynamic Spectrum Access (DSA) refers to a technique that enables wireless devices 
to access and use radio frequency spectrum dynamically, adapting to varying envi-
ronmental and usage conditions (Akyildiz et al. 2006). It’s a concept primarily asso-
ciated with CRNs and Software-Defined Radio (SDR) technologies. DSA aims to 
address the issue of spectrum scarcity and underutilization by allowing unlicensed 
or secondary users to access and share the licensed frequency bands without causing 
interference to the primary (licensed) users. 

In a simple way, the cognitive cycle of cognitive radio is described by Shah 
et al. (2012) as the seat cycle, which is an extension of the cognitive cycle. The 
cognitive radio SEAT cycle is shown in Fig. 1.1. “CR nodes are smart wireless 
equipment that can sense the environment around them, keep monitoring on network 
dynamics, and learn from previous encounters to make decisions that will allow them 
to take advantage of transmission opportunities. Constantly scanning the spectrum 
(S), exchanging control information (E), deciding on white space (A), and sending 
data (T) over the network are all part of this iterative process. This pattern, which is 
repeated to maximize communication efficiency, is known as the SEAT cycle” (Shah 
et al. 2012, 2013). 

Fig. 1.1 Cognitive radio 
SEAT cycle. Source Author
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Fig. 1.2 Components of the 
cognitive radio network. 
Source Author 

Components of Cognitive Radio Networks 

The cognitive radio networks handle tasks such as channel sensing, spectrum sharing, 
resource allocation, and spectrum mobility (Sultana et al. 2017; Riahi Manesh and 
Kaabouch 2018). They are also called the primary components of the CR-MAC 
Protocols. Additionally, the functionality of the components is depicted in Fig. 1.2. 
The description of these components is described in Table 1.1.

Integration of Spectrum Sensing in Cognitive Radio Networks 

Spectrum sensing is a fundamental requirement in CRNs, enabling cognitive radios 
to detect primary user (PUs) activities and identify vacant spectrum bands. Although 
spectrum sensing is part of the physical layer, spectrum sensing technologies also 
improve the performance of IEEE 802.11 DCF and guarantee that cognitive radios 
can access the spectrum when needed without negatively impacting primary users. 
When 802.11 DCF is used in cognitive radio networks, it can benefit from cognitive 
radio functionalities (components), which are described in the previous section. 

There are two categories of sensing operations in cognitive radio, between which it 
is important to understand the difference: one is spectrum sensing, which is employed 
for identification of the primary user’s operations in cognitive radio scenarios, and 
the other is carrier sensing, which is an integral part of the CSMA/CA protocol. 
The former must be done at very low detection SNR, which takes a lot of time and 
increases the likelihood of false alarms and misdetection (IEEE802.22-05/0007r46 
2006). On the other hand, the later type of sensing, which is to detect an 802.11 
peer transmission, is typically done at a significantly greater signal strength and is 
thus frequently believed to be flawless (negligible false alarms and misdetections 
(Bianchi 2000). 

A number of sensing approaches, such as energy detection, matched filtering 
detection, cyclo stationary detection, and so on, are explained in detail for cogni-
tive radio networks (Yücek and Arslan 2009; Sani et al. 2021). Although spectrum 
sensing is part of the physical layer, spectrum sensing technologies also improve the
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Table 1.1 CR components description and functionality 

CR 
components 

Description Functionality 

Spectrum 
sensing 

Spectrum sensing is the process 
of continuously monitoring the 
radio frequency spectrum to 
detect the presence of primary 
users (licensed users) and identify 
available frequency bands. 

Cognitive radios use various sensing 
techniques (e.g., energy detection, matched 
filtering, cyclostationary feature detection) 
to detect signals from primary users and 
determine spectrum availability. 

Spectrum 
access 

Spectrum access involves the 
ability of cognitive radios to 
access and utilize available 
spectrum resources efficiently. 

Cognitive radios employ policies and 
protocols to negotiate and request access to 
vacant or underutilized frequency bands, 
enabling secondary (unlicensed) usage 
without causing harmful interference to 
primary users. 

Spectrum 
allocation 

Spectrum allocation refers to the 
dynamic assignment of specific 
frequency bands or channels to 
cognitive radios for 
communication. 

Cognitive radios can dynamically allocate 
spectrum resources to optimize bandwidth 
usage, often through negotiation or 
reservation mechanisms, such as time 
division multiple access (TDMA) or 
frequency division multiple access (FDMA). 

Spectrum 
sharing 

Spectrum sharing is the 
cooperative and non-interfering 
use of the same frequency band 
by multiple cognitive radio 
devices. 

Cognitive radios employ sharing protocols 
and techniques to coexist with other 
cognitive radios and primary users, adjusting 
their transmit power, modulation schemes, 
or access timings to avoid interference. 

Spectrum 
mobility 

Spectrum mobility refers to the 
ability of cognitive radios to 
switch between different 
frequency bands or channels as 
needed. 

Cognitive radios can perform rapid channel 
hopping or frequency band switching to 
maintain connectivity and optimize 
communication quality, especially in the 
presence of interference or changing 
network conditions. 

Source Author

performance of IEEE 802.11 DCF and guarantee that cognitive radios can access the 
spectrum when needed without negatively impacting primary users. 

Joshi et al. (2023) and Dappuri and Venkatesh (2018) have reported distinct 
sensing strategies for CRNs. Since, continuous sensing, a feature inherent in the 
802.11 DCF protocol, leads to energy inefficiencies. To tackle this issue, the sensing 
strategy involves two specific sensing approaches: periodic sensing for detecting the 
ON state of the primary user, ensuring intermittent checks for their activity, and 
continuous sensing to monitor the OFF state, enabling a constant vigil for vacant 
spectrum periods. This combined approach aims to optimize energy usage while 
effectively identifying primary user activities within the network. 

Joshi and Sharma (2023) have reported another sensing approach for FD-CRN 
since cooperative spectrum sensing is employed to optimize spectrum utilization and
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mitigate interference from licensed users. However, the multipath fading and shad-
owing problems are often mitigated by the detection function. Cooperative spectrum 
sensing uses spatial variety to improve detection, but it comes with overhead that 
affects overall performance in the form of delays, energy consumption, and longer 
operating times. The author proposed a type-2 fuzzy algorithm as a solution to address 
these issues, with the goal of improving cooperative sensing. It describes a type-2 
fuzzy logic approach for spectrum-based energy detection that enhances cooperative 
sensing. 

Consequently, sensing plays a critical role in cognitive radio. Its contribution to the 
creation of protocols that directly affect and decide the system’s overall performance 
accounts for its significance. 

1.4.2 Artificial Intelligence: An Overview 

Artificial Intelligence (AI) is a field dedicated to creating computer systems 
capable of emulating human intelligence, encompassing tasks such as learning, 
reasoning, problem-solving, perception, language understanding, and decision-
making. Machine Learning (ML), a subset of AI, focuses on developing algo-
rithms that enable computers to learn and improve performance from data. Deep 
Learning, inspired by the human brain’s structure, employs artificial neural networks, 
and has excelled in tasks like image recognition and natural language processing. 
Natural language processing (NLP) enables machines to interact with humans using 
language, while computer vision enables machines to interpret visual data. Robotics 
integrates AI for decision-making in physical tasks, and expert systems mimic 
human decision-making in specific domains. Reinforcement Learning involves 
agents learning by interacting with environments and receiving feedback. Ethical 
considerations, transparency, and addressing biases in AI algorithms are crucial. 
AI finds applications in healthcare, finance, transportation, and various indus-
tries. Ongoing trends include improving model interpretability, exploring quantum 
computing, and integrating AI with emerging technologies. Despite advancements, 
addressing challenges and ensuring ethical AI development remains a priority. 

Artificial Intelligence (AI) is the engine that drives systems that replicate complex 
biological processes found in humans, such as self-adaptation, self-stability, self-
organization, learning, and reasoning. In exploiting previous knowledge, allows 
intelligent machine to learn from its environment. Nevertheless, developing soft-
ware that can adjust to various circumstances and adapt to deal with new limi-
tations is a big task. The ability to learn and alter wireless signals based on the 
external radio environment is particularly important in the field of cognitive radios. 
Therefore, incorporating AI into the core of cognitive radio technology becomes 
crucial. Cognitive radio networks (CRNs) employ various AI techniques, including 
Artificial Neural Networks (ANNs), Markov Models (MMs), Federated Learning 
(FL), Game Theory (GT), Support Vector Machines (SVM), Multi-objective Evolu-
tionary Algorithms (MEAs), Rule-Based Systems (RBSs), Ontology-Based Systems
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(OBSs), Case-Based Systems (CBSs), Multi-Agent Systems (MASs), and evolu-
tionary algorithms such as Genetic Algorithms (GA), Differential Evolution (DE), 
Particle Swarm Optimization (PSO), Bacterial Foraging Optimization (BFO), Ant 
Colony Optimization (ACO), Cuckoo Search Optimization (CSO), Artificial Bee 
Colony (ABC), and Artificial Immune Systems (AIS) (Morabit et al. 2019). The 
utilization of these diverse AI techniques in CRNs reflects the intricate nature of 
adapting and optimizing wireless communication strategies in dynamic and evolving 
environments. 

1.5 Artificial Intelligence in Cognitive Radio Networks 

In this section, we provide an overview of several AI techniques implemented in 
Cognitive Radio Networks (CRNs) (Morabit et al. 2019). 

1.5.1 Artificial Intelligence Methodologies to Cognitive 
Radios Networks 

1. Artificial Neural Networks 
Artificial Neural Networks (ANNs) are intricate networks of interconnected 
simple processors that do concurrent distributed processing. Each basic 
processor, sometimes referred to as an artificial neuron, is defined by its inputs 
(xi for i = 0 to  n, weights), outputs s = f (a), internal state of activation a 
= F(x, w), transition function f (a), and activation function F(x, w). Every 
one of these artificial neurons computes an output based on the information 
it has received. Artificial Neural Networks (ANNs) are designed with inspira-
tion from the behavioral principles present in the biological brain. The CRNs 
use three types of Artificial Neural Networks (ANNs): radial basis function 
networks (RBFN), and multilayer perceptron networks in both linear (MLPN) 
and nonlinear (MNPN) versions. Here, both MLPN and MNPN are made up 
of linked layers of computing units. While MNPN uses sigmoid activation 
functions, MLPN uses linear combinations of outputs from earlier layers. A 
unique family of multilayer feed-forward networks known as RBFN consists 
of two layers, with units in the hidden layer that use Gaussian kernels or other 
radial basis functions as activation functions. The centers of these functions are 
determined by the corresponding weight vectors (Jain et al. 1996). 

2. Markov Chains 
In stochastic situations, Markov Models provide a mathematical foundation 
that extends beyond short-path techniques. These models include fundamental 
components such as states, which depict the agent’s current state, actions that 
affect the dynamics of the state, and incentives related to changes in the state.
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They successfully represent the temporal connections among a series of vari-
ables (S0…St…). When every variable in the series depends only on the one 
before it, the system is called a Markov chain, and it may be represented using the 
conditional probability P(St |S0, …,  St−1) = P(St |St−1). The perspective shown 
here is helpful in explaining the stochastic and dynamic features of sequential 
processes. 

3. Game Theory 
In the field of Cognitive Radio (CR), game theory is important because it offers 
a useful framework for comprehending and maximizing interactions between 
various entities in the wireless communication spectrum. Game theory aids in 
the modeling and analysis of strategic decision-making processes in the setting 
of CR, where several users and systems share scarce spectrum resources. Spec-
trum allocation game modeling is a popular use of game theory in cognitive 
radio. Several cognitive radio users or secondary users fight for access to the 
available frequency bands in a spectrum-sharing scenario. With the aid of game 
theory, it is possible to analyze the tactics these users use to maximize their 
usage of the spectrum while taking other users’ needs into account. One impor-
tant idea in game theory is the Nash equilibrium, which may be used to find 
stable places where no user has an incentive to unilaterally stray from their 
preferred course of action (Bkassiny et al. 2013). 
Three variables are involved in the mathematical representation of a game: G 
= (N, S, U). In this case, N stands for the group of players, S for the group 
of strategies, and U for the group of utility functions. There are various sorts 
of game theoretic techniques, each providing distinct insights into strategic 
interactions. Four main classifications are frequently acknowledged (Wang et al. 
2010). 
Cooperative Games: In cooperative games, players establish alliances and 
cooperate to accomplish shared objectives. The distribution of rewards among 
the participating players and teamwork are the main points of emphasis. 
Noncooperative Games: Individual players make decisions on their own in 
noncooperative games without overt cooperation. Every player follows their 
own interests, and their separate strategic decisions dictate the results. 
Auction Games: Noncooperative games that involve bidding for products, 
services, or resources are known as auction games. How the products are 
distributed and how much each participant must pay are decided by the auction 
regulations. 
Stochastic Games: A degree of uncertainty enters the decision-making process 
in stochastic games. Moreover, a stochastic game extends the Markov decision 
process by assessing the interactive rivalry between different actors (Wang et al. 
2010). The modeling of strategic interactions becomes more dynamic because 
the outcomes are dependent not only on the actions of the players but also on 
random variables. 

4. Fuzzy Logic 
A mathematical paradigm known as fuzzy logic addresses thinking and 
decision-making in the face of uncertainty. In contrast to traditional binary
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logic, which relies on true or false values, fuzzy logic considers degrees of truth 
and enables the representation of ambiguous or inaccurate data. It’s ideal for 
systems where ambiguity and uncertainty are common since it models human-
like reasoning using fuzzy sets and linguistic variables. Applications for fuzzy 
logic can be found in many domains, such as artificial intelligence, control 
systems, and decision support systems. The framework based on fuzzy logic is 
employed to regulate the power and MAC protocol parameters, including delay 
and throughput (Joshi et al. 2023; Joshi and Jharia 2014, 2015). 

5. Support Vector Machine 
One potent machine learning approach for regression and classification is the 
Support Vector Machine (SVM) (Qadir 2015). In the input data space, it finds 
the ideal hyperplane to divide several classes. Support vectors are essential data 
points that specify the location and direction of the hyperplane. The algorithm 
uses these data points to optimize the margin between classes. SVM is frequently 
used for applications like pattern recognition, text categorization, and image 
classification because it performs especially well in high-dimensional domains. 

6. Rule-Based Systems 
Rule-Based Systems are a subset of artificial intelligence that carry out tasks 
or make choices based on a predetermined set of rules. These systems have 
a logical structure with rules that govern the behavior of the system, usually 
expressed as “if-then” statements. The rules are implemented in a sequential 
manner by the system to accomplish a particular task or arrive at a conclusion. 
Each rule is composed of conditions and matching actions. 
Expert systems, knowledge-based systems, and commercial applications are just 
a few of the fields in which these systems are frequently utilized for decision 
assistance and problem-solving. Rule-Based Systems perform well in situations 
where rules may express explicit information and offer an understandable and 
transparent framework for making decisions. They work especially well on 
activities involving rule-driven processes and logical thinking. 

7. Ontology-Based Systems 
An artificial intelligence system class known as Ontology-Based Systems uses 
ontologies to organize and describe knowledge. A formal, clear specification 
of a common conceptualization that establishes the terminology and connec-
tions inside a specific area is called an ontology. This organized knowledge 
representation makes reasoning, decision-making, and data management in 
ontology-based systems more efficient. These systems provide a semantic foun-
dation for information processing and interpretation by modeling the concepts, 
entities, and their interactions in a specific domain using ontologies. Systems 
based on ontologies are widely utilized in domains like semantic web applica-
tions, natural language processing, knowledge representation, and information 
retrieval. They encourage more intelligent and context-aware system behavior 
by enabling machines to read and reason about data in a way that is consis-
tent with human comprehension. Ontology is used in Ontology-Based Systems 
(OBS) to facilitate reasoning about the characteristics related to the domain of 
interest (He et al. 2010). An ontology consists of the following key components:
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Classes: Classes stand for groups or kinds of entities within a domain, the 
diverse ideas or things found in the ontology are defined by them. 
Individuals: Individuals are members or occurrences of a class; they are also 
referred to as instances. They are the real things that exist in the realm. 
Properties: Properties explain the connections between classes or between 
a person and a piece of data. Data properties link persons to data values, 
while object properties link classes and individuals. These are the two primary 
categories of attributes. 
Attributes: Features or qualities that are connected to groups are called 
attributes. They offer more details regarding the ontology’s entities. 
Relations: Relationships define the connections between classes. In the 
ontology, they specify the connections and relationships between various items. 
Axioms: Axioms are propositions that articulate limitations, guidelines, or 
rational connections within the ontology. They specify the rules and semantics 
that control the things and how they interact. 
Hierarchy: A hierarchical structure known as a taxonomy or sub Sumption 
hierarchy is frequently seen in ontologies, which arrange classes into them. The 
specialization and generalization relationships between classes are shown in 
this hierarchy. 

8. Case-Based Systems 
Artificial intelligence systems that use cases previous experiences to address 
new challenges are known as case-based systems (Gavrilovska et al. 2013). 
These systems work by pulling solutions from a database of instances that 
have already been resolved and modifying them to fit the needs of the present 
situation. Key components of Case-Based Systems are elaborated as follows 
(Gavrilovska et al. 2013): 
Case Base: This is a collection of previously resolved instances kept in one 
location. Each case includes a description of the problem, the solution used, 
and the result. 
Retrieval Mechanism: Based on how closely the current issue and previous 
cases resemble one another, the system uses a retrieval technique to find 
pertinent cases from the case base. 
Reuse Mechanism: The system uses cases that are relevant to its current 
problem-solving strategy and modifies or reuses its solutions. The process of 
adaptation is the adjustment of the retrieved answer to the unique circumstances 
of the novel challenge. 
Revision Mechanism: The system may go through a revision process after 
using the recovered solution to assess the solution’s effectiveness and update 
the case base appropriately. In the long run, this helps the system learn and get 
better. 
Case-based systems provide a valuable method for handling dynamic and 
complicated scenarios in spectrum management in CRNs. In real wireless 
communication contexts, these systems make decisions based on past experi-
ences and solutions. In cognitive radio, essential features of case-based systems 
are as follows:
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Problem Representation: First, it is necessary to define the problem with 
respect to the CRNs. The system contains cases, which are past examples of 
spectrum management problems, along with a description of the problem, an 
applied solution, and the results. 
Adaptation to Dynamic Environments: The available spectrum and network 
conditions dynamically alter in cognitive radio scenarios. Case-based systems 
can adjust to these modifications by retrieving and modifying case-based solu-
tions. 
Spectrum Allocation: Case-based systems can help optimize spectrum alloca-
tion by bringing efficient strategies from previous cases that are comparable to 
the available spectrum and consumption trends now. 
Interference Mitigation: In order to address interference problems, Case-
Based Systems are able to obtain and modify solutions from earlier cases that 
effectively reduce comparable interference scenarios. 
Learning and Evolution: Case-based systems in cognitive radio can continu-
ously evolve by modifying the case based on the success or failure of imple-
mented solutions. This contributes to the system’s ability to adapt to changing 
network dynamics. 

9. Genetic Algorithms 
In Cognitive Radio, Genetic Algorithms (GAs) are used as optimization 
methods to tackle intricate and dynamic spectrum management problems. This 
is the application of genetic algorithms in CRNs. The genetic algorithm is a vital 
optimization algorithm for spectrum management in CRNs, which provides 
the ability to find efficient and dynamic solutions to the challenges posed by 
changing network conditions and spectrum availability. The mechanism for this 
is as follows: 
Representation of Solutions: Genetic Algorithms represent potential solutions 
to spectrum allocation and optimization problems using encoded structures. 
It often occurs in the form of binary strings or other data structures. These 
structures represent candidate solutions that are analogous to possible frequency 
assignments. 
Initialization: To illustrate various spectrum allocation schemes, a population 
of probable solutions is initialized. The efficiency of spectrum utilization, inter-
ference levels, and overall network performance are some of the factors used to 
evaluate each solution. 
Genetic Operators: Genetic algorithms make use of critical genetic operators 
to evolve the population over multiple generations. Among these operators are 
crossover (recombination), mutation, and selection. Crossover integrates infor-
mation from two parent solutions to make new offspring, selection chooses solu-
tions for reproduction based on fitness, and mutation adds random alterations 
to maintain diversity. 
Fitness Evaluation: The fitness of each solution is assessed based on how well 
it addresses the specified objectives and constraints in spectrum allocation. It 
also considers factors such as interference reduction, improved throughput, and 
efficient utilization of available frequencies.
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Iterative Evolution: To do this, genetic operators are used repeatedly over a 
number of generations, progressively enhancing the population’s solutions. By 
simulating natural selection and evolution, this approach produces more optimal 
solutions. 
Final Solution Selection: The final solution, or a set of solutions, is selected 
from the evolving population based on the convergence of the algorithm and 
achievement of the desired optimization goals. 

10. Differential Evolution 
In cognitive radio (CR) networks, differential evolution (DE) is an optimiza-
tion technique that has been used to address issues with resource allocation and 
spectrum management. A flexible and effective method for resolving dynamic 
spectrum allocation issues is provided by differential evolution in CRNs. It 
works particularly well in situations with complicated optimization circum-
stances. They considered that it could be challenging for conventional opti-
mization techniques to produce acceptable results. When network conditions 
change, DE can be used to optimize spectrum use by exploring a variety of 
solution spaces. Differential evolution is used in the following ways in CRNs: 
Initialization: DE starts by initializing a population of candidate solutions, each 
of which stands for a possible method of allocating spectrum. Usually, vectors 
are used to encode these solutions. 
Mutation: DE introduces variety by performing mutation procedures. This 
mutation in cognitive radio entails influencing solution vectors and generating 
new trial solutions. The algorithm can consider a wider range of alternatives 
because the mutation process traverses the solution space. 
Crossover: DE uses crossover procedures to merge data from many solutions. 
This entails mixing the trial solutions with the existing population to promote 
knowledge sharing and maybe result in better solutions. 
Selection: The fitness of each experimental solution is assessed using certain 
criteria such as spectrum efficiency, interference levels, and overall network 
performance. To keep solutions that enhance the optimization goals, DE uses a 
selection procedure. 
Iterative Evolution: Over several generations, the mutation, crossover, and 
selection processes are applied iteratively. The population’s solutions are 
improved through this iterative process, leading to more optimal plans for 
spectrum distribution. 
Final Solution: The final solution is chosen according to convergence criteria or 
a specified number of iterations. In the cognitive radio network, these solutions 
stand for efficient spectrum management techniques. 

11. Particle Swarm Optimization 
To solve the problems of spectrum allocation and optimization in Cogni-
tive Radio (CR) networks, Particle Swarm Optimization (PSO) is a meta-
heuristic optimization technique. One collaborative and decentralized method 
of managing spectrum in CRNs is Particle Swarm optimization (Kennedy and 
Eberhart 1995). Swarm intelligence ideas are utilized by PSO to find effective


