
S. D. Prabu Ragavendiran  
Vasile Daniel Pavaloaia 
M. S. Mekala 
Antonio Sarasa Cabezuelo Editors

ICIACS 2024, Volume 1

Information Systems Engineering and Management 15

Innovations and 
Advances in 
Cognitive Systems



Information Systems Engineering
and Management 15

Series Editor
Álvaro Rocha, ISEG, University of Lisbon, Lisbon, Portugal

Editorial Board Members
Abdelkader Hameurlain, Université Toulouse III Paul Sabatier, Toulouse, France
Ali Idri, ENSIAS, Mohammed V University, Rabat, Morocco
Ashok Vaseashta, International Clean Water Institute, Manassas, VA, USA
Ashwani Kumar Dubey, Amity University, Noida, India
Carlos Montenegro, Francisco José de Caldas District University, Bogota, Colombia
Claude Laporte, University of Quebec, Québec, QC, Canada
Fernando Moreira , Portucalense University, Berlin, Germany
Francisco Peñalvo, University of Salamanca, Salamanca, Spain
Gintautas Dzemyda , Vilnius University, Vilnius, Lithuania
Jezreel Mejia-Miranda, CIMAT - Center for Mathematical Research, Zacatecas,
Mexico
Jon Hall, The Open University, Milton Keynes, UK
Mário Piattini , University of Castilla-La Mancha, Albacete, Spain
Maristela Holanda, University of Brasilia, Brasilia, Brazil
Mincong Tang, Beijing Jaiotong University, Beijing, China
Mirjana Ivanovíc , Department of Mathematics and Informatics, University of Novi
Sad, Novi Sad, Serbia
Mirna Muñoz, CIMAT Center for Mathematical Research, Progreso, Mexico
Rajeev Kanth, University of Turku, Turku, Finland
Sajid Anwar, Institute of Management Sciences, Peshawar, Pakistan
Tutut Herawan, Faculty of Computer Science and Information Technology, University
of Malaya, Kuala Lumpur, Malaysia
Valentina Colla, TeCIP Institute, Scuola Superiore Sant’Anna, Pisa, Italy
Vladan Devedzic, University of Belgrade, Belgrade, Serbia

https://orcid.org/0000-0002-0816-1445
https://orcid.org/0000-0003-2914-1328
https://orcid.org/0000-0002-7212-8279
https://orcid.org/0000-0003-1946-0384


The book series “Information Systems Engineering andManagement” (ISEM) publishes
innovative and original works in the various areas of planning, development, implemen-
tation, andmanagement of information systems and technologies by enterprises, citizens,
and society for the improvement of the socio-economic environment.

The series is multidisciplinary, focusing on technological, organizational, and social
domains of information systems engineering and management. Manuscripts published
in this book series focus on relevant problems and research in the planning, analysis,
design, implementation, exploration, and management of all types of information sys-
tems and technologies. The series contains monographs, lecture notes, edited volumes,
pedagogical and technical books as well as proceedings volumes.

Some topics/keywords to be considered in the ISEM book series are, but not limited
to: Information Systems Planning; Information Systems Development; Exploration of
Information Systems; Management of Information Systems; Blockchain Technology;
Cloud Computing; Artificial Intelligence (AI) and Machine Learning; Big Data Ana-
lytics; Multimedia Systems; Computer Networks, Mobility and Pervasive Systems; IT
Security, Ethics and Privacy; Cybersecurity; Digital Platforms and Services; Require-
ments Engineering; Software Engineering; Process and Knowledge Engineering; Secu-
rity and Privacy Engineering, Autonomous Robotics; Human-Computer Interaction;
Marketing and Information; Tourism and Information; Finance and Value; Decisions
and Risk; Innovation and Projects; Strategy and People.

Indexed by Google Scholar. All books published in the series are submitted for
consideration in the Web of Science.

For book or proceedings proposals please contact Alvaro Rocha (amrrocha@gmail.
com).

SERIES EDITOR:
Álvaro Rocha , ISEG, University of Lisbon, Portugal

ADVISORY BOARD:
Abdelkader Hameurlain, Université Toulouse III - Paul Sabatier, France
Ashwani Kumar Dubey, Amity University, India
Carlos Montenegro, Francisco José de Caldas District University, Colombia
Fernando Moreira, Portucalense University, Portugal
Francisco Peñalvo, University of Salamanca, Spain
Gintautas Dzemyda, Vilnius University, Lithuania
Jezreel Mejia-Miranda, CIMAT - Center for Mathematical Research, Mexico
Mário Piattini, University of Castilla-La Mancha, Spain
Mirjana Ivanovíc, University of Novi Sad, Serbia
Mirna Muñoz, CIMAT - Center for Mathematical Research, Mexico
Sajid Anwar, Institute of Management Sciences Peshawar, Pakistan
Tutut Herawan, University of Malaya, Malaysia
Valentina Colla, Scuola Superiore Sant’Anna - TeCIP Institute, Italy
Vladan Devedzic, University of Belgrade, Serbia

mailto:amrrocha@gmail.com


S. D. Prabu Ragavendiran ·
Vasile Daniel Pavaloaia · M. S. Mekala ·
Antonio Sarasa Cabezuelo
Editors

Innovations and Advances
in Cognitive Systems
ICIACS 2024, Volume 1



Editors
S. D. Prabu Ragavendiran
Department of Computer Science
and Engineering
Builders Engineering College
Nathakadaiyur, Tamil Nadu, India

M. S. Mekala
Robert Gordon University
Aberdeen, UK

Vasile Daniel Pavaloaia
Artificial Intelligence
Alexandru Ioan Cuza University
Iasi, Romania

Antonio Sarasa Cabezuelo
Department of Information Systems
and Computing
Complutense University of Madrid
Madrid, Madrid, Spain

ISSN 3004-958X ISSN 3004-9598 (electronic)
Information Systems Engineering and Management
ISBN 978-3-031-69196-6 ISBN 978-3-031-69197-3 (eBook)
https://doi.org/10.1007/978-3-031-69197-3

© The Editor(s) (if applicable) and The Author(s), under exclusive license
to Springer Nature Switzerland AG 2024

This work is subject to copyright. All rights are solely and exclusively licensed by the Publisher, whether
the whole or part of the material is concerned, specifically the rights of translation, reprinting, reuse of
illustrations, recitation, broadcasting, reproductiononmicrofilmsor in anyother physicalway, and transmission
or information storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar
methodology now known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this book
are believed to be true and accurate at the date of publication. Neither the publisher nor the authors or the
editors give a warranty, expressed or implied, with respect to the material contained herein or for any errors
or omissions that may have been made. The publisher remains neutral with regard to jurisdictional claims in
published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Switzerland AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland

If disposing of this product, please recycle the paper.

https://doi.org/10.1007/978-3-031-69197-3


Dedication

We are honored to dedicate the proceedings of
ICIACS 2024 to all the participants, organizers
and editors of this conference proceedings.



Preface

It is with great pleasure that we present Volume 1 of “Innovations and Advances in
Cognitive Systems”, focusing on the advances in computing technologies. This vol-
ume highlights some of the most cutting-edge research and innovative developments
in the field. Computing technologies continue to be the driving force behind numerous
advancements in various domains, and the chapters included here reflect the diversity
and depth of current research efforts.

This year, we received a total of 137 submissions for this volume. Each submission
was subjected to a double-blinded peer-review process, ensuring that only the most
original, technically sound, and impactful research contributions were selected. Out
of these, 37 research works have been selected for inclusion, representing the best of
present-day research in computing technologies. The chapters included in this book
cover an array of topics, including but not limited to image processing, data analytics,
artificial intelligence, deep learning, predictive modeling, and cloud computing.

The contributions in this volume witness the hard work and ingenuity of researchers
and practitioners fromaround the globe. They offer valuable insights into both theoretical
advancements and practical applications, addressing current challenges and exploring
future possibilities. We believe that the research presented here will serve as a valuable
resource for further innovations and discussions within the computing community.

We would like to extend our heartfelt thanks to all the authors who submitted their
work, as well as the reviewers who provided their expertise and feedback. We are also
grateful to the organizing committee and our sponsors for their continued support and
dedication.

We hope that readers will find this volume to be a rich resource of knowledge and
inspiration, driving forward the field of computing technologies.

Guest Editors
S. D. Prabu Ragavendiran
Vasile Daniel Pavaloaia

M. S. Mekala
Antonio Sarasa Cabezuelo
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Deep Learning Approach for Analysis of Audio
for the Diagnosis of Alzheimer

Vikrant A. Agaskar, Radha Vishwakarma(B), Mitali Rawat, and Om Achrekar

Computer Engineering, Vidhyavardhini’s College of Engineering and Technology, Vasai, India
{vikrant.agaskar,radha.201793201,mitali.201433201,

om.201173105}@vcet.edu.in

Abstract. Alzheimer’s disease (AD) is a weakening neurodegenerative disorder
that affects millions of individuals worldwide. This research work aims to rede-
fine Alzheimer’s disease (AD) diagnosis by utilizing deep learningmodels such as
Convolutional Neural Networks (CNN) and Long Short-Term Memory networks
(LSTM), which analyze the speech patterns. These algorithms detect AD non
invasively from audio inputs, focusing on Mel-Frequency Cepstral Coefficients
(MFCCs) as indicative speech patterns. With an impressive of 79% accuracy and
minimal loss of 2.06, surpassing existing research works, this model exhibit sig-
nificant innovation in AD detection. i By prioritizing these elements, the initiative
not only advances the field but also ensures practical applicability and scalability
of the developed models. This research work leads to earlier detection and more
effective treatment strategies for individuals affected by this Alzheimer’s Disease.

Keywords: Alzheimer’s disease · Deep learning · Speech pattern analysis ·
Speech signal processing · Convolutional Neural Networks (CNN) · Long
Short-Term Memory networks (LSTM) · Mel-Frequency Cepstral Coefficients
(MFCCs) · Non-invasive AD diagnosis · Patient care advancements

1 Introduction

Alzheimer’s disease (AD) remains a formidable global health challenge, necessitat-
ing innovative diagnostic approaches for timely interventions and improved patient
outcomes [1, 2, 5, 6]. Existing diagnostic methods are often invasive, expensive, and
reliant on observable symptoms, prompting the quest for a non-invasive, cost-effective
alternative [2, 6]. The proposed system endeavors to transform AD diagnosis through
cutting-edge speech pattern analysis, employing advanced machine learning models
like Convolutional Neural Networks (CNN) and Long Short-Term Memory networks
(LSTM) [1]. The primary goal is non-invasive AD detection via audio input, with a spe-
cific emphasis on Mel-Frequency Cepstral Coefficients (MFCCs) as distinctive speech
patterns indicative of the disease [1].

Despite substantial progress in AD research, gaps persist in achieving high accuracy
for early detection [1]. Previous methodologies often fall short, motivating the need
for more nuanced analysis and sophisticated techniques. Notably, the proposed deep

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
S. D. P. Ragavendiran et al. (Eds.): ICIACS 2024, ISEM 15, pp. 1–13, 2024.
https://doi.org/10.1007/978-3-031-69197-3_1
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learning models have demonstrated a commendable 79% accuracy and minimal loss,
surpassing existing research and showcasing their potential for accurate AD detection
[1, 3, 7–11].

The proposed system’smethodology encompasses comprehensive steps, frommetic-
ulous data collection to the development of advancedmachine learningmodels, all while
adhering to ethical considerations [1]. The emphasis on accuracy, completeness, robust-
ness, and considerations of memory utilization and power consumption positions the
proposed system as a potential game-changer in the realm of AD diagnosis [1, 3, 13–17].

Speech patterns, exhibiting variations in individuals with AD, serve as a powerful
diagnostic tool. This initiative capitalizes on these changes, offering a non-invasive
means of early AD detection. The proposed system ’s novelty lies in its innovative use
of deep learning techniques, a structured methodology, and an exploration of linguistic
features for enhanced diagnostic potential.

The proposed system aims to rectify the gaps by introducing nuanced deep learning
techniques, a structured methodology, and exploring linguistic features for enhanced
diagnostic capabilities [1, 3, 6]. This initiative represents a crucial step towards advancing
the field of AD diagnosis, promising improved patient outcomes through accessible and
timely interventions [2].

The envisioned future work, exploring linguistic features alongside existing method-
ologies, aligns with the overarching goal of refining AD detection methods, advancing
early intervention, and contributing to improved patient outcomes [3, 6]. In summary, the
proposed system t represents a critical stride towards accessible and timely interventions
in AD care, holding promise for improved patient outcomes and standing as a significant
advancement in the realm of Alzheimer’s diagnosis.

2 Problem Statement

The problem statement revolves around the necessity for non-invasive, accessible, and
early detection methods for Alzheimer’s Disease (AD). Current diagnostic procedures
are invasive, expensive, and reliant on observable symptoms. The challenge lies in devel-
oping a robust AD detection model using speech pattern analysis, leveraging machine
learning techniques. This research work aims to detect AD accurately in its early stages,
enabling timely interventions and personalized care. The primary goal is to revolutionize
AD diagnosis by creating a reliable and cost effective tool that can detect the disease
through speech patterns, improved patient outcomes and healthcare systems worldwide.

3 Objectives

The primary objective is to create a robust deep learning model that can effectively
identify Alzheimer’s Disease (AD) by utilizing the convolutional neural networks. The
model aims to facilitate early and precise detection of AD allowing for timely medical
intervention and improved patient outcomes. To create an AD detection model through
speech pattern analysis, a diverse audio dataset encompassing various ages, genders, and
ethnicities is collected. Relevant speech features, such as pitch, intensity, and pauses,
are extracted for machine learning classification. Using algorithms like SVM or neural
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networks, the model is trained to classify AD patterns accurately. Evaluation ensures
high accuracy in early AD detection. Additionally, a progressive data approach predicts
Alzheimer’s stages. Ethical standards prioritize data privacy, informed consent, and
anonymization, safeguarding individuals’ identities.

4 Scope

The proposed system “DEEP LEARNING APPROACH FOR ANALYSIS OF AUDIO
FOR THE DIAGNOSIS OF ALZHEIMER” aims to revolutionize Alzheimer’s Disease
(AD) diagnosis by utilizing speech analysis techniques. It encompasses the collection of
diverse audio datasets, feature extraction through Mel-Frequency Cepstral Coefficients
(MFCCs), and the development of machine learning models, primarily Convolutional
Neural Networks (CNN) and Long Short-Term Memory networks (LSTM). The scope
involves training these models to detect AD based on speech patterns, focusing on early
detection accuracy and predicting disease progression. Ethical considerations regarding
data privacy and consent are paramount throughout the proposed system .. The proposed
system offers non-invasive, accessible, and cost-effective tool for early AD detection
and significantly improve patient outcomes and quality of life.

5 Literature Survey

The referred research paper primarily concentrates on establishedmachine learning tech-
niques using standardized datasets comprising manually transcribed speech. It achieves
62.5% accuracy in Alzheimer’s speech classification and an RMSE of 6.14 for neu-
ropsychological score regression. The research aims to provide baselines for cognitive
impairment detection through speech analysis and emphasizes standardization for com-
parative research in the Alzheimer’s research community [1, 4]. Saturnino Luz [12]
extracted the speech features such as speech rate and vocalization event from noisy
speech samples of dementia subjects and obtained 68% accuracy through a Bayesian
classifier. Jochen Weiner et al. [8] used pause based features such as pause counts, per-
centage of pause time, statistical data of duration of speech, etc. and the speech features
were used to train a gaussian classifier.Haider et al. [6] studied the statistical functionals
of numerous speech features such as MFCC, fundamental frequency, jitter, shimmer,
etc. Various classifiers such as decision trees (DT), 1-nearest neighbour (1-NN), support
vector machines (SVM) [19] and random forest (RF) were used in studying speech fea-
tures and classifying dementia. The results obtained from decision trees trained using
distinct speech feature sets gave overall accuracy of 78.7% [6]. In contrast, the proposed
system approach takes a more innovative stance to utilize deep learning models (CNN
and LSTM) for robust Alzheimer Disease identification. It extensively explores speech
pattern analysis using Mel-Frequency Cepstral Coefficients (MFCCs), which focuses
on non-invasive methods for early Alzheimer Disease detection. The architecture of
this approach involves a comprehensive methodology from data collection to model
development, highlighting ethical considerations throughout the process. The result is
79% accuracy with minimal loss, showcasing the efficacy of the proposed deep learning
models . The proposed system approach utilizes advanced deep learning techniques,
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gives nuanced analysis of speech patterns, and a structured methodology that integrates
ethical considerations. The deep learning models surpasses the performance achieved
by the referred research paper, indicating a more promising results of accurate and non-
invasive early detection ofAlzheimer’s disease through speech analysis [3]. Comparative
Analysis is shown in Table 1.

Table 1. Comparative Analysis in Tabular Format

Model Accuracy(%) Precision Recall F1-Score

Proposed Model 79 0.82 0.78 0.80

Existing Model 62.5 0.68 0.60 0.64

6 Proposed System

The suggested system presents a sophisticated method for summarizing data by combin-
ing deep learning and artificial intelligence approaches. This approach aims to generate
brief, contextually relevant summaries in response to the challenge of managing large
amounts of audio data efficiently. Scalability is a key advantage, enabling the system to
analyze and summarize enormous datasets quickly, which is crucial in today’s data-rich
environment.

This systemendeavors to develop a robust audio-basedAlzheimer’s disease detection
model, which provides early intervention. It integrates both traditional machine learning
(ML) and deep learning (DL) models, with a specific focus on Convolutional Neural
Networks (CNN) and Long Short-Term Memory networks (LSTM) to extract intricate
patterns from audio data. The selection of CNN and LSTM models is justified based
on their respective strengths in capturing complex patterns in audio data. CNNs excel
at extracting spatial features, while LSTMs are adept at capturing temporal dependen-
cies, making them suitable for analyzing speech patterns associated with Alzheimer’s
disease. Additionally, other algorithms like SVM can complement the primary models
for improved accuracy.

The importance ofMel-Frequency Cepstral Coefficients (MFCCs) for nuanced anal-
ysis of speech patterns linked to Alzheimer’s. Pattern analysis is conducted through the
utilization of advanced deep learning techniques, specifically CNN and LSTM mod-
els, which are proficient at extracting intricate patterns from audio data. CNNs capture
local patterns effectively, while LSTMs focus on temporal dependencies, enabling a
detailed analysis of speech patterns associated with Alzheimer’s disease. By predict-
ing the stage of Alzheimer’s disease, this system represents a significant advancement in
early detection, aiming to enhance patient outcomes through continual model refinement
and additional feature exploration.

The model architecture offers two options: CNN and LSTM. In the CNN setup,
MFCCs are taken as input, with 1D convolutional layers used to capture local patterns
in the data. Subsequent max-pooling or average-pooling layers down sample the feature
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maps, followed by flattening to a 1D vector. Fully connected layers then extract high-
level features, culminating in a single output node with a sigmoid activation for binary
classification. The LSTM configuration processes MFCCs as a time series, employing
stacked LSTM layers to capture temporal dependencies. Dropout layers prevent overfit-
ting, and fully connected layers extract higher-level features, concluding with a sigmoid
output for binary classification, enabling temporal pattern recognition in audio data.

Precise detection involves meticulous analysis of audio features associated with
Alzheimer’s disease progression. Advanced deep learning models, coupled with feature
engineering techniques, enable the identification of subtle patterns indicative of early-
stage AD with high accuracy. Data privacy is ensured through data collection practices,
including obtaining informed consent and anonymizing sensitive information. Addition-
ally, techniques such as federated learning or differential privacy can be employed to
trainmodels on distributed datawhile preserving privacy. Encryption and access controls
further safeguard individuals’ privacy.

6.1 Algorithm and Process Design

Data Collection and Preprocessing: Diverse audio datasets are collected, includ-
ing recordings from individuals with and without Alzheimer’s disease. These datasets
encompass various ages, genders, and ethnicities to ensure representativeness in training
the model. Pre-processing steps are noise reduction, normalization, and feature extrac-
tion from audio signals.MFCCs are computed to capture spectral characteristics, serving
as primary features for deep learning models. Additional techniques such as data aug-
mentation may be employed to enhance model robustness. In this context, categorical
data may not be directly relevant. However, if demographic information or other cate-
gorical variables are present, encoding techniques like one-hot encoding can be used to
represent them as numerical features. Class imbalance, if present, can be addressed using
techniques such as oversampling the minority class, undersampling the majority class,
or using weighted loss functions during training to handle class imbalance effectively.

Feature Extraction: By extracting the relevant features from the audio data. The pri-
mary feature of interest is theMel Frequency Cepstral Coefficients (MFCCs)is obtained.
The extracted features compute MFCCs to capture spectral characteristics [1].

MFCC: MFCC computes frequency analysis based on a set of mel-filter banks. The
formula to convert from linear frequency scale to the mel-scale is shown in (1) where
the variable ‘f’ denotes the frequency of the signal.

mfcc = 2595 ∗ log10(1 + f700) (1)

Pitch: Pitch is the relative highness or lowness of the tone as perceived by the ear, based
on the number of vibrations per second produced by the vocal cord.

Model Architecture: The model architecture involves utilizing deep learning tech-
niques, specificallyConvolutionalNeuralNetworks (CNNs) andLongShort-TermMem-
ory networks (LSTMs). Thesemodels are designed to acceptMFCCs as input and trained
to classify audio samples as indicative of Alzheimer’s disease or not.
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For CNN

• Input Layer: Accept the MFCCs as input.
• Convolutional Layers: Apply 1D convolutional layers to capture local patterns in the

MFCC data.
• Pooling Layers: Use max-pooling or average-pooling layers to downsample the

feature maps.
• Flatten Layer: Flatten the output to a 1D vector.
• FullyConnectedLayers: Add one ormore dense layers for high-level feature learning.
• Output Layer: A single output node with a sigmoid activation function for binary

classification (Alzheimer’s or not).

For LSTM

• Input Layer: Accept the MFCCs as a time series sequence.
• LSTM Layers: Stack multiple LSTM layers to capture temporal dependencies in the

audio data.
• Dropout Layers: Add dropout layers to prevent overfitting.
• Fully Connected Layers: Conclude with one or more dense layers for higher level

feature extraction.
• Output Layer: A single output node with a sigmoid activation function for binary

classification.

Model Compilation
Compiling themodel by selecting an appropriate loss function (e.g., binary cross entropy)
and optimization algorithm (e.g., Adam). And the evaluation metrics like accuracy is
selected.

Training

• Split the dataset into training and validation sets.
• Train the CNN or LSTM model on the training data.
• Integrating regularization techniques such as L2 Regularization to enhance model
• performance and combat overfitting.

Model Evaluation
Performance evaluation is conducted by splitting the dataset into training, validation,
and testing sets. The model is trained on the training set and validated on the validation
set to tune hyperparameters. Finally, the model’s performance is evaluated on the testing
set using metrics such as accuracy, precision, recall, F1-score, and area under the ROC
curve.

Fine-Tuning
Experiment with hyperparameter tuning, adjusting layer configurations, or incorporat-
ing regularization techniques as needed. Hyperparameters, including learning rate, batch
size, and network architecture parameters, are tuned using techniques such as grid search
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or random search. Different combinations of hyperparameters are tested, and the com-
bination yielding the best performance on the validation set is selected for the final
model.

Deployment
Once a well-performing model is obtained , deploy it in clinical or real-world settings
for Alzheimer’s disease detection based on audio input.

The LR Scheduler and L2 Regularization have been instrumental in achieving higher
accuracy while preventing overfitting, reinforcing the model’s reliability.

OptimizingModel Training: Learning rate (LR) ensures efficient learning of patterns.
Controlling Learning Speed: LR controls learning speed; high LR may lead to

overshooting, while low LR may cause slow convergence.
Avoiding Overshooting or Underfitting: Appropriate LR prevents instability (over-

shooting) or underfitting.
Hyperparameter Tuning: LR requires tuning to balance stability and convergence

speed.
AdaptiveLearningRates: Techniques likeLR schedules or adaptive optimizers adjust

LR based on performance.
Preventing Overfitting: Proper LR selection helps prevent overfitting and methods

like LR decay or regularization aid in mitigation.
System Architecture Flowchart is shown in Figure 1.

Fig. 1. System Architecture Flowchart.

6.2 Details of Hardware and Software

Hardware Specifications

System type: x64-based processor, 64-bit operating system.
Memory (RAM) installed: 8.00 GB (7.34 GB Usable)
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Total size of Hard disk: 1 TB

Software Specifications

Audio Processing Libraries : librosa, PyDub
Database Management : MySQL
Operating System ( Windows 10, macOS 10.14 or higher)
Integrated Development Environment (IDE)
Python

6.3 Analysis

Strengths
Feature Emphasis: Effective use of Mel-Frequency Cepstral Coefficients (MFCCs) for
valuable insights into Alzheimer’s-related speech patterns.

Comprehensive Approach: Thorough evaluation of accuracy, completeness, robust-
ness, memory utilization, and power consumption ensures an excellent assessment.

Promising Accuracy: Achieving around 79% accuracy is a significant accomplish-
ment in Alzheimer’s detection.

Low Loss: The Model have loss of 2.06 which indicates low number of false
predictions.

Opportunities
Model Refinement: The proposed system redefines the model further to improve
accuracy, completeness, and robustness.

DataAugmentation:Utilizing data augmentation techniques can enhance themodel’s
resilience to data variability.

Deployment Optimization: Optimizing memory utilization and power consumption
can make the model more suitable for real-world deployment, especially in mobile and
embedded applications.

Drawbacks
Accuracy Limitation: The model’s accuracy at approximately 79% leaves room for
enhancement in precision and reduced false positives/negatives.

Data Variability: Handling diverse audio datasets with varying quality and back-
ground noise can challenge the model’s performance.

Resource Intensive: Deep learning models like CNN and LSTM can be resource
intensive, limiting deployment in resource-constrained environments.

7 Results

Figure 2 and Fig. 3 shows theModel Accuracy of LSTM andCNNonDiagnosis Dataset.
The graph shown in Fig. 4 illustrates the performance of a Convolutional Neural

Network (CNN) model across training epochs. Here’s a breakdown of its elements:
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Fig. 2. Model Accuracy of CNN on Diagnosis Dataset

Fig. 3. Model Accuracy of LSTM on Diagnosis Dataset

• Epochs: These signify iterations over the entire dataset used for training the model.
The x-axis of the graph showcases the epoch count, ranging from 0 to 1000.

• Accuracy: This measures the model’s performance, with the y-axis ranging from 0
to 1, where 1 signifies perfect accuracy.

The graph (Fig. 5)depicts the performance of a Long Short-Term Memory (LSTM)
neural network model across training epochs. Here’s a breakdown of its components:

• Epochs: These represent iterations over the entire dataset used for training the model.
The x-axis of the graph displays the epoch count, ranging from 0 to 400.
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Fig. 4. Model Accuracy of CNN on Progression Dataset

Fig. 5. Model Accuracy of LSTM on Progression Dataset

• Accuracy: This measures the model’s performance, with the y-axis ranging from 0
to 1, where 1 represents perfect accuracy.

Training Accuracy (Blue Line): Reflects how well the LSTM and CNN model learns
from the training dataset during each epoch. It begins with lower accuracy and gradually
improves, eventually stabilizing around 0.9.

Testing Accuracy (Orange Line): Indicates the model’s performance on a separate
testing dataset that wasn’t part of the training process. It’s crucial for assessing the
model’s ability to generalize to new data. The line exhibits fluctuations but generally
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trends upwards, suggesting improving accuracy over time. Final Result are shown in
Table 2.

Table 2. Final Result

Model Accuracy(%) Precision Recall F1-Score

Proposed Model 79 0.82 0.78 0.80

8 Conclusion and Future Work

The study presents a significant advancement in Alzheimer’s disease (AD) detection
through speech analysis, introducing a novel contribution to the existing knowledge
base. The developed deep learning model, achieving an accuracy of approximately
79%, surpasses conventional methodologies and fills critical knowledge gaps in non-
invasiveADdiagnosis. A key innovation lies in the effective utilization ofMel Frequency
Cepstral Coefficients (MFCCs) for feature extraction, enabling a nuanced analysis of
speech patterns associated with AD. The proposedmodel outperforms existing methods,
demonstrating higher accuracy and improved performance across key metrics.

The quantitative data provides a substantial improvement over previous state-of-
the-art techniques, which often fail to achieve 62.5% accuracy. Moreover, the Long
Short-Term Memory (LSTM) layers adds depth to the understanding of AD-related
speech alterations, distinguishing this work from earlier approaches.

However, while acknowledging its strengths, the study acknowledges certain limita-
tions. The model’s accuracy of 79% provides refinement, particularly in reducing false
positives and negatives.. Future work should prioritize refining the model for enhanced
accuracy and exploring additional features for a more comprehensive understanding of
AD-related speech alterations.

In conclusion, the study’s findings significantly contribute to bridging knowledge
gaps, offering a promising avenue for improved early detection of AD and, subsequently,
more effective interventions and patient care. The conclusion and future scope of the
study should be further refined to provide clearer insights into the proposed work’s
implications and potential directions for further research.
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Abstract. The proposed DDT-CNN model represents a deep learning
architecture-based comprehensive system for drone detection and classification.
YOLOv8 a cutting-edge object detection model, is used in the detection phase to
precisely find drones in aerial footage. Following detection, three different con-
volutional neural network (CNN) architectures—Res Net 101, VGG-16, and a
custom CNN model—are used to classify the drones into different groups. Deep
feature extraction is possible with the Res Net 101 model, and performance and
computational efficiency can be balanced with the VGG-16model. Furthermore, a
customized CNN model is designed to extract specific properties related to drone
categorization. All the processing is performed on the customized dataset. The
proposed model has been built because its performance rate is more accurate than
other state-of-the-art models. For drone detection, the YOLO v8 model is used
as its accuracy rate is high compared to other YOLO models and the detection
speed is also fast. The model used for the classification of drones is deep CNN and
its models, i.e., CNN, ResNet101, and VGG16, which have outstanding accuracy,
recall, and precision rates compared to other state-of-the-art tools like Google Net,
Alex Net, and LSTM.

Keywords: You Only Look Once (YOLO v8) · Residual Network (Res Net101) ·
Visual Geometry Group (VGG16) · Convolutional Neural Network (CNN)

1 Introduction

Drones, also known as unmanned aerial vehicles (UAVs), are aircraft that are flown
without a human pilot present. They vary in size, from compact handheld devices to
massive, complex systems. UAVs are used in various industries, such as search and res-
cue, agriculture, aerial photography, military activities, surveillance, and environmental
monitoring. With capabilities like GPS navigation and obstacle avoidance, UAVs are
becoming more and more autonomous thanks to technological breakthroughs, which are
changing sectors and enabling creative solutions to difficult problems [1]. The research
introduces a drone detection and classification system that integrates YOLOv8with deep
convolutional neural networks, aiming to improve aerial surveillance and security. The
real-time object detection features of YOLOv8 make it indispensable for drone detec-
tion. YOLOv8, trained on annotated datasets unique to drone cases, recognizes drones in

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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photos or video streams with speed and accuracy. Predicting bounding boxes and class
probabilities for every grid cell while concurrently splitting an image into a grid is what
makes it so effective [2–5]. YOLOv8 is a highly adaptable drone identificationmodel that
can be used for security surveillance, monitoring restricted airspace, and stopping illegal
drone activity. Its adaptability allows it to be used for various purposes. ResNet-101,
a deep convolutional neural network, was developed to overcome the vanishing gra-
dient problem and capture hierarchical elements for drone classification, making it an
excellent choice for various drone types [6]. The Visual Geometry Group’s deep convo-
lutional neural network, VGG16, has demonstrated effectiveness in image classification
tasks because of its consistent architecture. In contrast, VGG-16 is well known for being
easy to use and highly efficient [7]. A meticulous workflow, including a large dataset
of drone photos and bounding box annotations, is required for drone detection system
implementation. The dataset is used to train and evaluate models, including YOLOv7
for real-time object detection and ResNet-101 and VGG16 for feature extraction [8, 9].
CNNs are used in drone classification to examine visual data that is taken by drones
and find patterns and features that correspond to various classes. This allows them to
accurately classify drones or their activities depending on the features they have learned,
which makes applications like security, monitoring, and surveillance across a range of
sectors possible [10, 11].

2 Related Work

As previously mentioned, the unregulated use of drones is endangering privacy and pub-
lic safety.Consequently, the context of aerial security applies to this issue. In the past, a lot
of studies have looked at how difficult it is to identify flying objects to improve airspace
safety. As a result, numerous models have been created and put forth in this manner, and
several cutting-edge strategies have been used. YOLOv2 and YOLOv3 are trained on
tagged drone image datasets to detect drones. By using a real-time object detection tech-
nique, these models can recognize drones in still or moving pictures [2, 12, 13]. Because
YOLOv4 and YOLOv5 are faster and more accurate, they are used for drone identifica-
tion. These models predict bounding boxes and class probabilities in real-time straight
from complete images by using a single neural network. They perform exceptionallywell
at identifying drones in challenging environments with changing lighting because of the
integration of sophisticated architectural improvements and training techniques [14–17].
An improved version of the YOLO object identification framework called YOLOv7 is
used for more accurate and efficient drone detection. YOLOv7 provides enhanced per-
formance in drone detection from aerial pictures by including sophisticated features and
optimizations. There are various advantages to drone identification using FastR-CNN.
First of all, it ensures dependable identification by precisely localizing and classifying
drones in photos. Second, because of its region-based methodology, it can analyze huge
datasets quickly and effectively, which makes it appropriate for real-time applications.
Furthermore, Fast R-CNN can adapt to changes in drone appearance and background
clutter, which improves its resilience in a variety of environmental scenarios [18]. Using
its deep convolutional neural network architecture, Alex Net is used for drone catego-
rization. Alex Net is trained on drone picture datasets and can categorize drone kinds
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or behaviors with high accuracy by extracting discriminative features [19]. There are
several benefits to using recurrent neural networks (RNNs) for drone categorization.
RNNs are especially good at evaluating the temporal dynamics present in drone motions
or behaviors since they are excellent at processing sequential data [20].SVMs work well
for binary classification problems because they can identify distinct drone classes by
identifying the best hyperplanes in feature space. Random forests are robust and adapt-
able, and they work well with intricate datasets and feature interactions. An easy-to-use
method called K-Nearest Neighbors (KNN) is used to classify drones into comparable
classes according to how close they are to each other in feature space. Assuming feature
independence, the probabilistic classifier Naive Bayes determines the likelihood that a
drone will belong to a particular class.

3 Proposed Work

In the proposed model, the drone detection YOLO v8 is used. For further classification
of detected drone images, deep CNN algorithms like CNN, VGG16, and ResNet101
are used. By using these four algorithms, they are detecting and classifying a variety
of drones. Firstly, the model is trained for detecting drones by providing a customized
dataset of the drones. After the training is done, model valuation and testing will be
performed. The next output of the trained model will be checked to match the predicted
value. Using these deep CNN algorithms, the model has high accuracy and efficiency
when compared to other state-of-the-art models. You can see the complete process of
the proposed model in Fig. 1, in which step-by-step the model process is depicted.

Fig. 1. Block Diagram of the proposed model.

3.1 YOLO V8

Drone detection is one of the computer vision applications that uses YOLOv8, an
advanced object detection technique. It is efficient at identifying and categorizing items
in high-resolution photos or video frames due to its real-time precision and quickness.
Because YOLOv8 is trained on a variety of drone photos, it can be used for real-time
surveillance and monitoring applications that improve airspace protection and security
protocols. The model process for detecting a drone is shown in Fig. 2 below. For the
calculation of the bounding box and output vector, Eq. 1 is used in the process.

(1)
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• y: This is the output vector, which shows a model’s output or prediction. The vector
is in a column.

• pc: It is an acronym meaning “probability of object presence.“
• bx: Indicates the bounding box’s (or region’s) x-coordinate, where the object is

detected.
• by, bh, bw: Indicates the bounding box’s y-coordinate, height, and width respectively.
• c1, c2,…, cp: These are additional parameters associated with the detected object.

The number of these parameters is denoted by p.
• G × G: Depicts a two-dimensional grid, frequently connected to spatial data or grid

cells within an image.
• k: Indicates how many filters or anchor boxes.

Fig. 2. Represents the architecture diagram of the YOLO v8 model. Here you can see how the
step-by-step model is split to train it and perform the operation.

3.2 Res Net 101

ResNet-101’s deep residual learning architecture is utilized for drone categorization.
It is an expert in extracting complex hierarchical features from photos because it was
trained on labeled datasets with a variety of drone types. Using this acquired data,
the model provides fine-grained categorization throughout the classification phase by
differentiating between different drones. Because of ResNet-101’s depth, it can reliably
and accurately classify drones by capturing subtle visual characteristics. The ResNet101
algorithm process is displayed in Fig. 3, where the classification process is done. The
Res Net101 skipping method uses Eq. 2 in the classification of the images.

F(x) = H(x)− x (2)

• F(x): It is a function denoted by H that takes an input x.
• H(x): It represents another mathematical function denoted by F that also takes an

input x.
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Fig. 3. Represents the architecture diagram of the ResNet101 model.

3.3 VGG16

VGG-16 has been trained on a variety of drone image datasets, and it is particularly
good at identifying intricate patterns and features in photos. Accurate categorization
is achieved through the model’s ability to differentiate between various drone types
using the acquired attributes shown in Fig. 4. VGG-16 is well-known for its efficiency
and simplicity. Its stacked convolutional layers support strong picture representation,
which makes it a good choice for identifying visual traits that are essential for drone
classification. For the VGG16 classification process, Eq. 3 is used in image positioning,
feature mapping, and filtering of images.

Yi, j, k =
(∑

m, nXi + m, j + n, l
)
x(Wm, n, l, k + bk) (3)

• Where Yi, j, k is the element at position (i, j) in the k^th feature map after convolution.
• m and n are the indices of the filter W, bk is the bias term for the k-th feature map.

Fig. 4. Illustrates the structure of the VGG16 algorithm used in the proposed model.

3.4 CNN

Drone categorization uses Convolutional Neural Networks (CNNs) to extract hierarchi-
cal characteristics from drone imagery. Filters extract spatial information from the input
image by scanning it with convolutional layers. By down-sampling characteristics, pool-
ing layers lower dimensionality. These layers are displayed in Fig. 5 for categorization,
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these characteristics are subsequently flattened and joined to dense layers. CNNs are
trained to recognize discriminative elements that are essential for differentiating drone
classes, such as edges, textures, and patterns. The step-by-step classification is done
using Eq. 4, shown below.

f(x,y) = (g ∗ h)(x, y) =
∑
m

∑
n

g(x − m, y − n) h(m, n) (4)

• f(x,y): This represents the output of the 2D convolution operation, denoted by f, at
the spatial coordinates(x,y).

• (g ∗ h)(x,y): Indicates the convolution of two functions g and hh.
• g(x − m,y − n): This term corresponds to the function g evaluated at the spatial

coordinates
• (x − m,y − n). It represents the values of the function g at different positions in

relation to the center (x,y).
• h(m,n): This term corresponds to the function evaluated at the indices m and n.

Fig. 5. Represents the architecture of the CNN algorithm used in the proposed model.

4 Result Analysis

4.1 Dataset

The proposed model uses a drone dataset of 2000 images, which is annotated using
YOLO v8 for drone detection. This process involves loading images, labeling bounding
boxes, assigning classes, data augmentation, and splitting into training, validation, and
testing sets. The YOLOv8 model is trained using the annotated dataset, learning to
detect drones based on the bounding boxes. After training, the model’s performance
is evaluated and deployed for drone detection. Pre-processing prepares input images,
inference generates predictions, and post-processing refines the results. Visualization
displays detected bounding boxes, ensuring accurate and efficient detection of drones.
The new customized dataset is ready for drone detection, and drone images are classified
using CNN, VGG16, and Res Net101 algorithms. This process ensures the accurate and
efficient detection of drones in images.

4.2 Performance Matrices

The proposed model, YOLO v8, offers high performance rates compared to other state-
of-the-artmodels. It provides high speed and less computational time for drone detection,


