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Preface

INFUS is an acronym for intelligent and fuzzy systems. INFUS 2019 was an on-site
conference organized in Istanbul, Turkey. INFUS 2020 and INFUS 2021 conferences
were organized as online conferences because of pandemic conditions. INFUS 2022
conference was organized as both online and on-site conference in Izmir with the coop-
eration of Yasar University and Izmir Bakircay University. INFUS 2023 was the fifth
conference of this series organized by Istanbul Technical University in Istanbul. INFUS
2024 is the sixth conference that is organized in Canakkale with the cooperation of
Istanbul Technical University and Canakkale Onsekiz Mart University.

The theme of INFUS 2024 conference this year is intelligent industrial informat-
ics and efficient networks which are at the forefront of modern industrial systems.
This cutting-edge field integrates advanced technologies, such as artificial intelligence,
machine learning, and data analytics, into industrial processes, revolutionizing the way
industries operate. By harnessing the power of intelligent informatics, businesses can
optimize their operations, enhanceproductivity, and improvedecision-makingprocesses.
One key aspect of this paradigm shift is the implementation of smart sensors and IoT
devices, which facilitate real-time data collection and communication. These sensors
continuously monitor various parameters, providing a wealth of information on factors
like temperature, humidity, pressure, andmachine performance. These data are then pro-
cessed by intelligent algorithms, enabling predictive maintenance strategies, and reduc-
ing downtime. Moreover, through the application of machine learning, these systems
can adapt and learn from historical data, allowing for more accurate and efficient oper-
ations over time. Efficient networks play a pivotal role in this ecosystem, providing the
infrastructure for seamless communication and data exchange. High-speed, low-latency
networks ensure that information flows effortlessly between devices, enabling timely
responses and enabling the coordination of complex manufacturing processes. This net-
work architecture supports the integration of edge computing, where data processing
occurs closer to the source, reducing latency and enabling faster decision-making. Fur-
thermore, the concept of digital twins,which involves creating virtual replicas of physical
systems, is a cornerstone of intelligent industrial informatics. These digital counterparts
allow for simulation, testing, and optimization of processes in a virtual environment
before implementation in the real world. This not only minimizes the risk of errors but
also enables continuous improvement and innovation.

Researchers from nearly 40 countries such as Turkey, Russia, China, Iran, Poland,
India, Azerbaijan, Bulgaria, Spain, Ukraine, Pakistan, South Korea, UK, Indonesia,
USA, Vietnam, Finland, Romania, France, Uzbekistan, Italy, and Austria contributed to
INFUS 2024. Our invited speakers this year are Prof. Krassimir Atanassov, Prof. Vicenc
Torra, Prof. Janusz Kacprzyk, Prof. Ahmet Fahri Özok, and Prof. Ajith Abraham, and
Prof. Irina Perfilieva. It is an honor to include their invaluable speeches in our conference
program.We appreciate their voluntary contributions to INFUS 2024, andwe hope to see
them at INFUS conferences for many years. This year, the number of submitted papers
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became 394. After the review process, about 36% of these papers have been rejected.
More than 60% of the accepted papers are from other countries outside Turkey.

We again thank all the representatives of their countries for selecting INFUS 2024
as an international scientific arena to present their valuable research results. We are
honored and aware of our responsibility that our participants have chosen us in a highly
competitive environmentwith hundreds of conferences in the same field and organized in
close dates to each other. INFUS conferences manage high-cost international conference
participation processes for the benefit of the participants, with lower registration fees
but more well-known expert invitations and rich social activities.

We also thank the anonymous reviewers for their hardworks in selecting high-quality
papers of INFUS 2024. Each of the organizing committee members provided invaluable
contributions to INFUS 2024. INFUS conferences would be impossible without their
efforts. We hope meeting all of our participants next year in Turkey one more time with
a new research theme at a new city and new social activities.

We would like to thank our publisher Springer Publishing Company, Series editor
Prof. Janusz Kacprzyk, Interdisciplinary and Applied Sciences and Engineering and
EditorialDirector ThomasDitzinger for their supportive, patient, and helpful roles during
the preparation of this book.

Book Editors: Prof. Cengiz Kahraman, Istanbul Technical University, Prof. Sezi
Cevik Onar, Istanbul Technical University, Prof. Selcuk Cebi, Yildiz Technical Univer-
sity, Prof. BasarOztaysi, Istanbul TechnicalUniversity, Prof.A.Cagri Tolga,Galatasaray
University, Assoc. Prof. Irem Ucal Sari, Istanbul Technical University.

Cengiz Kahraman
Sezi Cevik Onar

Selcuk Cebi
Basar Oztaysi
A. Cagri Tolga
Irem Ucal Sari
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Forecasting Market Clearing Prices in Electricity Markets with Time
Series Based Machine Learning Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
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and Birol Yüceoğlu
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Abstract. Customer segmentation is crucial to retail operations, piv-
otal in marketing strategies, and improving operational efficiency. This
study proposes an innovative approach to optimizing customer segmen-
tation and enhancing business efficiency. The primary objective is to
classify customers currently shopping in supermarkets but exhibit behav-
iors indicative of potential interest in preferring the wholesale channel.
Although the propensity of retail customers to buy specific products and
their probability of churn have been well documented by previous mar-
keting analytics research, less is known about service-oriented customer
segmentation. By leveraging customer behavior and transactional sales-
related data from a retail grocer serving both retail and wholesale chan-
nels, this research aims to identify retail customers exhibiting wholesale
behavior patterns. Various unsupervised classification algorithms were
employed during the estimation process. Among them, the KMeans algo-
rithm, known for its usage in segmentation models, was chosen as the
primary classification model. Implementing this strategy has the poten-
tial to streamline customer targeting efforts, ultimately maximizing the
effectiveness of directing individuals toward the most relevant retail out-
let. By discovering these patterns, we aim to direct customers toward the
retailer’s most efficient service channel, streamlining customer targeting
efforts and enhancing operational efficiency.

Keywords: Machine Learning · Customer Analytics

1 Introduction

In the dynamic environment of the retail industry, understanding and finding
solutions to the diverse needs of customers is essential for sustainable long-
term profitability. Customer segmentation, the process of categorizing consumers
based on their demographics, shopping behaviors, or channel/product prefer-
ences, has a massive impact on the efficiency of retail operations. In this regard,
segmentation is a way to know the customer and find solutions to problems.
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When companies have the essence of the question of “what?” it is always eas-
ier to reach guidelines on “how?”. This strategic practice shapes the marketing
efforts’ goals and is fundamental in optimizing procurement, investment, and
sales efficiency.

In the fiercely competitive retail environment, where consumers have many
choices, the ability to tailor marketing strategies to specific segments of cus-
tomers is a distinguishing factor. Customer segmentation allows retailers to point
to distinct groups within their customer base, enabling them to personalize pro-
motional campaigns, product offerings, and communication channels.

Furthermore, the impact of customer segmentation extends beyond mar-
keting considerations, influencing operational efficiency at every level of the
retail supply chain. By understanding different customer segments’ diverse needs
and preferences, retailers can streamline inventory management, optimize pric-
ing strategies, and improve the overall customer experience. This results in
enhanced customer loyalty and ensures that resources are allocated more effi-
ciently throughout the retail operations ecosystem.

In this context, our study delves into customer segmentation with a specific
focus on its role in retail operations by studying different channels of the same
brand and directing its customers to those channels based on the segmenta-
tion results. By proposing an innovative approach to identifying and classifying
customers exhibiting wholesale customer behavior, we aim to guide these partic-
ular shoppers to business-to-business (B2B) service channels. Serving customers
through a specific service channel that corresponds to their needs and shopping
behavior is critical to increasing loyalty and improving customer experience.
Our modeling approach is a foundation for an intelligent decision system and
ties potential small business owners like shopkeepers, artisans, or craftspeople
to retailers’ business-type customer segments. This strategy contributes to the
ongoing discourse on enhancing marketing strategies and operational efficiency
in the retail sector and offers suitable marketing campaigns for customers.

The rest of the study is organized as follows: Section 2 offers a brief literature
review, Sect. 3 presents methodology, Sect. 4 explains data preparation and pro-
cessing, Sect. 5 addresses the conceptual model, and Sect. 6 discusses empirical
findings.

2 Literature Review

Our research objective is a combination of customer segmentation and profiling.
Since the early days of marketing, companies have gradually recognized that not
all customers are the same; this phenomenon leads them to distinguish people
from each other using an analytical methodology. Customer segmentation is a
way to achieve this goal as a decision support system that identifies the best
cohorts for customized marketing campaigns [5].

Thanks to rapid improvements in computerized data management systems
from the 1970s, customer segmentation has become a promising study area in the
marketing analytics domain. Early studies on service segmentation of customer
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characteristics and behaviors began in the banking sector. One of the first studies
on profiling, financial service usage, and impact on profitability [4] employed data
from a retail bank to understand the relationship between financial service usage
patterns and customer segments. Customer segmentation is a project that can
be done using multiple techniques and various forms of data. It can be achieved
using demographic data to find patterns [3], or product-specific variables and
transactional history can also be used to discover customer relationships [10].

In retail, it is crucial to understand customer behavior based on the recency,
frequency, and monetary (RFM) value of shopping. Understanding the shopping
mission brings unique customer information and should be used in conjunction
with traditional methods [9].

3 Conceptual Model

3.1 Overview

Companies must direct their customers to the proper service format based on
their needs. This paper will use data from one of the national-level leader retail-
ers’ data to investigate its formats and group customers to them based on their
shopping behaviors. One of the target formats is the wholesale stores, which sell
products in large quantities. The other is the supermarket, which serves indi-
vidual customers and is mainly served for household consumption. Based on the
definitions of the segments given above, customers should be served in channels
(formats) that suit their characteristics and needs the best.

If a wholesale customer purchases from regular supermarkets, such as in
the wholesale stores, they would create a shortage of supplies, leading to less
customer satisfaction for regular supermarkets. Besides, a wholesale customer
would find better price offers in stores focused on commercial consumption due
to varying frequency patterns and sales volume. Directing wholesale customers
to wholesale stores will make it easy for them to purchase many supplies and offer
beneficial prices. However, the benefits of promotional products will increase cus-
tomer satisfaction for regular supermarket customers. To solve this problem, we
used customers who only shopped in districts where the company has a direct-to-
retail supermarket and a wholesale-focused outlet. We chose to use unsupervised
learning algorithms to identify customers’ patterns and find meaningful cohorts
among retail customers that correspond to the essential characteristics of whole-
sale customers.

3.2 Data Collection and Preprocessing

The data we used to analyze and find patterns consists of customer data from
those who shopped in the 98 districts where wholesale stores are located and all
stores in neighborhoods close to these stores. We derive customer-level features,
the main KPIs distinguishing a wholesaler from a retail customer. Our other con-
straint was only including active customers in our analysis, so we only included
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customers who shopped in the last six months. We collected and summarised
data for both wholesalers and retail customers. All features are calculated for
2023.

The features are collected based on individuals and calculated for each cus-
tomer. For instance, some features include item counts for each category, the
count of times a product is bought more than twelve times in one transaction,
and the amount of money spent on online and offline channels. While collecting
the features, we assume that a customer will most likely be a wholesaler if they
purchase a large quantity of a specific product or heavily promoted SKU in one
shopping trip.

Other feature examples that will demonstrate wholesaler behavior are how
often an individual shops from a wholesale store and the count of VAT percentage
if it is one and between particular dates. This is because, during the pandemic,
only wholesalers could shop with 1% VAT.

All data processing and estimation processes are carried out in a Python
environment [11] with scikit-learn libraries for modeling [8], pandas for data
preprocessing [7] and matplotlib package for visualizations [6].

4 Methodology

4.1 Method and Empirical Findings

This research is shaped based on a business request to solve stock problems and
misguidance in the retail sector in Turkey. In our analysis, we used data from
a national supermarket chain. This supermarket chain serves both individual
customers and wholesalers (commercial customers). The data contains transac-
tional data on customers who shopped in any format where wholesale stores of
the retailer are located and all stores in the neighborhoods close to these stores
for the last six months.

Initially, we checked for missing and outlier values in the data. Missing data
are interpolated according to data properties with averages, whereas outliers are
left still. However, our data were too complex, with 3.9 million observations and
28 columns. Although personal data on customers from wholesalers and indi-
vidual customers were anonymous, we had a flag indicating whether a customer
was a wholesaler. However, in our data, the ratio between wholesalers and all
customers was minimal at the 0.0006 level.

In their study [12] stated that data sets with rare target events would suffer
bias. However, they discuss solutions like increasing sample size, using synthetic
data-dependent models like SMOTE, or using evolution criteria other than accu-
racy. In our study, we follow a completely different procedure. We follow studies
of [1,2] in which semi-supervised methods were employed instead of classifica-
tion methods in the presence of unbalanced data. However, unlike them, we
used the supervised clustering method to label a cluster with the most robust
characteristics related to wholesaler data.

We decided to use factor analysis to simplify complex data and reduce dimen-
sion, and we used derived scores in the clustering algorithm. Additionally, we
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treated factor scores as more reliable features to find hidden patterns and set
the stage for a deeper and more focused analysis. To determine the number of
factors needed to run factor analysis, we looked at eigenvalues, which measure
how much of the variance of the original variables a factor explains. An eigen-
value of more than one means that the factor explains more variance than a
unique variable. We chose eight factors as an optimal number of variables in
the clustering study. Following dimension reduction, these eight variables for all
observations were used as inputs to the k-means clustering algorithm.

4.2 K-Means Algorithm

K-means clustering aims to partition a dataset into k clusters where each data
point belongs to the cluster with the nearest mean. The algorithm works by
randomly initializing k centroids. Then, assign each data point to the closest
centroid. Recalculate the centroids as the mean of all data points assigned to
them. Repeating the assignment and centroid update steps until convergence
(i.e., centroids no longer change significantly or a maximum number of iterations
is reached).

a. Distance Calculation (Euclidean distance is commonly used):

Euclidean distance(xi, cj) =

√
√
√
√

D∑

d=1

(xid − cjd)2

where xi is a data point, cj is a centroid, D is the number of dimensions/features,
and d ranges from 1 to D.

b. Objective Function (Squared Euclidean distance is often minimized):

J =
N∑

i=1

k∑

j=1

rij‖xi − cj‖2

where N is the number of data points, k is the number of clusters, rij is a binary
indicator (1 if xi is assigned to cluster j, 0 otherwise), xi is a data point, cj is a
centroid.

c. Assignments:

rij =

{

1 if j = argmink‖xi − ck‖2
0 otherwise

d. Centroid Update:

cj =
1

∑N
i=1 rij

N∑

i=1

rijxi

This equation computes the new centroid cj by averaging the data points
assigned to cluster j.
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This is a graphical method to find the optimal K value in a k-means clustering
algorithm. The elbow graph shows the values of the sum of squares within the
cluster on the y-axis corresponding to the different values of K. The optimal
K value is the point at which the graph forms an elbow. Based on Fig. 1, the
cluster size is selected as four, and the data obtained from factor analysis with
eight features is used after scaling.

Fig. 1. The elbow method graph.

With this information, we employed the K-means algorithm [13], one of the
most frequently used algorithms for clustering and segmentation. Although our
research is not based on segmentation, finding similar patterns in our customers
is essential.

4.3 Model Evaluation and Validation

Using factor analysis to reduce the dimension of the features to eight, we profile
and name eight newly created features using correlations between factor loadings
and original variables (See Fig. 2).

Those columns explain customer behavior, such as prime customers, cus-
tomers who shop online and use promotions frequently, customers who use pro-
motions all the time, shoppers who shop online the most, buy alcohol at night,
shop mainly in the mornings, and offline shoppers. A newly created eight-column
factor score data frame is used to perform a k-means analysis with four clusters,
determined using the elbow method.

Table 1 represents the clustering results based on the percentage of customers.
One of the most important results is that cluster zero is fully clustered as reg-
ular customers, not wholesalers. On the other hand, cluster one has the most
wholesalers and regular customers in its cluster. Even though the model could
not perfectly cluster wholesalers into one cluster, we present an approach to
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Fig. 2. Factor analysis loadings with reformed columns.

solve this problem. The supervised model was overfitting because of the lack of
wholesaler customers, and we approached the issue with unsupervised methods.

The cluster with the most wholesalers can give us insights about similar
behavior in other customers not classified as wholesalers.

Table 1. Results of K-means model based on the counts of customers.

Cluster Label Ratio of Wholesaler Cust.

Cluster 0 0

Cluster 1 0.0003

Cluster 3 0.02

Cluster 2 0.003
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5 Conclusion

In conclusion, this paper can be used as a guide to using unsupervised cluster-
ing methods on big data to find similar customer behavior. Although the group
we suggest for possible wholesaler customers only includes 2% of registered seg-
ments, the hit ratio is nearly ten times higher than the average compared to other
segments. The results can be improved by using different algorithms and getting
more smoothly divided clusters. Marketers can use the information delivered
to offer special promotions to regular customers who are found to be whole-
salers and direct them to the wholesale stores so regular stores do not have to
experience inventory shortages; thus, regular customers can benefit.
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Abstract. This paper presents a holistic NLP-based approach to the fragrance
industry. Using a methodology based on online reviews, this study aimed to
gain insights into customer sentiment and product preferences towards fragrance
brands. In this study, analyses were conducted by creating a unique dataset by ran-
domly selecting 13,828 reviews of 36 perfumes from a website specializing in the
global perfume industry. By sentiment analysis, it is investigated how well user
comments’ sentiment compound scores and overall perfume evaluations corre-
late. Using Latent Dirichlet Allocation method, commonly used terms and topics
are extracted from comments to provide insights into user sentiments. Moreover,
Term Frequency-Inverse Document Frequency analysis helped to draw out key-
words and word patterns from evaluations that are distinctive to a given brand.
The most commonly used words in these comments were identified by examining
user reviews. By bridging perfumes and language within user-generated content,
we believe this study would contribute valuable insights to management practices
in the fragrance industry.

Keywords: Natural Language Processing · Latent Dirichlet Allocation ·
Fragrance ·Machine Learning · Sentiment Analysis · Topic Modelling · Perfume

1 Introduction

As the digital age progresses and user-generated content becomes more prevalent on
the Internet, consumers are becoming more engaged in expressing their opinions about
a variety of products and services. Since fragrances are a very subjective and individ-
ualized product category that frequently evokes a wide range of feelings and views in
customers, customer feedback regarding the product is crucial. In addition to perfume
manufacturers, marketers, retailers, and researchers looking to improve product present-
ment and customer experiences could all benefit from an understanding of the feelings
and preferences of fragrance enthusiasts. This study presents three different natural lan-
guage processing (NLP) techniques for extracting insights from user-generated content
related to reviews written by perfume enthusiasts. These methods include TF-IDF anal-
ysis, sentiment analysis, and Latent Dirichlet Allocation (LDA). The study begins by
examining the correlation between the sentiment compound scores obtained from the
related user comments and the overall ratings given to scents on a website. The top 100
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most often occurring words in these comments are then subjected to LDA modeling
to examine their frequency distributions. On top of that, TD-IDF methods are used to
perform an extensive brand analysis. Keyword extraction and recurrent word patterns
are identified by the study using this analysis of reviews. The rest of this paper is orga-
nized as follows: Section 3 provides an overview of methodologies of related work in
the field of sentiment analysis and topic modeling. Section 4 presents the data prepara-
tion methodology and process. Section 5 discusses the findings and visualizations of the
sentiment analysis and LDA topic modeling. Section 6 offers the conclusions according
to our analysis for the fragrance industry, followed by further research.

2 Literature Review

The computer-based technique known as Natural Language Processing (NLP) makes
it easier for researchers to derive useful inferences from textual information [1]. To
explore customer attitudes and preferences, NLP is widely utilized in research in the
fields of information systems and marketing. In this context, text preprocessing, text
representation, classification, topic modeling, sentiment analysis and deep learning are
among themethods applied as themain natural language processing (NLP) techniques in
studies [2]. As an illustration, a study investigated the Amazon product review section,
where users assessed the product overall rating and their experience about buying it.
While evaluating customer reviews might give a clear perspective about the product, it
is advised to use advanced NLP tool kits to analyze and summarize these unstructured
evaluations, as it can take a long time in some circumstances when hundreds of reviews
are displayed for the product [3].

Sentiment Analysis is a branch of Natural Language Processing that focuses on
determining the attitude or viewpoint of a text’s subjective aspects [4]. The proliferation
of the Internet and its applications has led to an increase in textual data from a variety of
sources. Users are posting content and providing copious amounts of information from
social networks, blogs, Internet forums, andwebsites that review products [5]. Sentiment
analysis, in the context of product reviews, is the act of examining these evaluations to
ascertain the general viewpoint or sentiment of a product [6]. The fundamental objective
of sentiment analysis is polarity classification, which divides product reviews into posi-
tive and negative categories [5]. Bhadane et al. indicate that lexical andmachine learning
techniques are the two primary topics of sentiment classification research. Using the lex-
ical approach, polarity values for words are stored in a dictionary. The polarity score of
each word in a text is added up if it appears in a dictionary to get a “overall polarity
score,” which indicates the sentiment of the text [4]. On the other hand, a technique
for locating word clusters (or topics) in a text corpus was defined as Topic Modeling.
Accordingly, topic modeling algorithms have been created for text mining since manual
topic identification is not only difficult but also neither scalable nor efficient due to the
large volume of data [7]. LDA which is a method of Topic Modelling, was developed
from the Probabilistic Latent Semantic Indexing model in the field of machine learning
[8]. One major benefit of LDA compared to pLSI is its assumption of multiple latent
topics within a corpus, with each topic being a distribution of words found throughout
the documents [9]. Lastly, two methods that are widely employed in text categorization
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for information retrieval are TF-IDF and NLP [10]. To be more specific, only the most
related terms remain in the corpus after TF-IDF removes the most frequently occurring
terms [11]. In the following sections, sentiment analysis, LDA modeling and TF-IDF
technique findings obtained from perfumery data will be discussed.

3 Methodology

3.1 Concepts

Tokenization:Tokenization is the process of semantically breaking data into small units.
Comments were tokenized with NLTK to set up LDA Modeling smoothly.

Latent Dirichlet Allocation (LDA): Natural language processing (NLP) and machine
learning both use the statistical model known as LDA (Latent Dirichlet Allocation),
which has several uses in both domains, including text mining, text classification, text
clustering, and text representation. Finding hidden subjects, or themes, in documents
and establishing word associations with them is the main objective of LDA.

Term Frequency-Inverse Document Frequency (TF-IDF): Is a metric used to quan-
tify a word’s significance to a document inside a corpus or collection, taking into account
the fact that certain terms are used more frequently than others. This method identified
the most important words based on the brand, and as shown in Fig. 4, an example for 5
brands has been demonstrated.

Sentiment Analysis: Using a natural language processing (NLP) technique called sen-
timent analysis, one can automatically ascertain whether a document or set of data
expresses positive, negative, or neutral emotions or feelings.

Topic Modelling: A machine learning method called “Topic Modeling” is used to
automatically identify hidden themes or subjects in large-scale of text collections.

3.2 Data Methodology

Data Access: For this purpose, comments on perfumes were manually and randomly
collected from the publicly available https://www.fragrantica.com/ website.

Data Cleaning: In this stage, various Python libraries were used. Firstly, non-English
comments were detected using the ‘langdetect’ library. Then, using NLTK (Natural
Language Toolkit), stopwords, punctuationmarks (for LDAModeling), and emojis were
removed.

Data Analysis: In this part, Sentiment Analysis was initially conducted using the Sen-
timentAnalyzer algorithm from the NLTK library to generate ‘Compound’ scores. In
the LDA Modeling section, the gensim library was employed for Topic Modeling, and
comments were clustered and weighted. Successful results were obtained by comparing
the sentiment scores created using the NLTK library with the overall perfume ratings
found on the website for each perfume. Key terms for each perfume were derived based
on the TD-IDF score, but this process was reiterated after excluding non-adjective words
such as “like,” “love,” and “fragrance.” The objective was to omit adjectives, eliminate
verbs, and discard unnecessary words.

https://www.fragrantica.com/

