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Abstract This chapter explains the scope, relevance and structure of the research 
presented in this book. The scope of the research is on the application of the human 
rights to privacy (and data protection), to freedom of expression and to science, to the 
domains of information security, encryption and quantum computing. The analyt-
ical framework for this exercise understands information security as a continuous 
cycle of making and breaking, and the relationship between encryption and quantum 
computing as an example of this. 

Keywords Privacy · Freedom of expression · Right to science · Information 
security · Quantum computing · Encryption 

1.1 Introduction 

If you squint, everything is information—and the rest are computers in disguise. 
Genes, guns, vaccines, viruses—all digitised, available at the click of a button. And 
what about cars, skyscrapers, fridges, bikes? They are basically elaborate structures 
built around silicon chips. One of the important questions of the twenty-first century 
then is: who gets to access and control these information and systems? 

First, laws have an important role to play here. If you want to know what data 
your phone collects, you can invoke data protection rules. If someone steals your 
phone, you can go to the police to hopefully get it back. And if the police then wants 
to listen in on a suspect’s conversation, the telecommunications company has to let 
them do so.
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But organisational rules are also important. The telecommunications company 
requires its employees to keep information confidential. The police are likely to 
prohibit employees from sticking passwords to their screen. And the phone manu-
facturer might have policies in place to prevent intelligence agencies from introducing 
a backdoor in their software. 

And finally, technology is important. The software on your phone limits what you 
can do with it. You can change the settings on your phone to prevent a thief from 
viewing you pictures. And although telecommunication companies may have to grant 
access to the police, they also take technical measures to protect their network from 
attacks by others. 

Determining who can gain access and control is an important part, perhaps even the 
main function, of the field of information security. This is done by taking measures. 
An organisation can, for example, install a firewall to determine which information 
may enter, and which may leave the network. Or it can implement access management 
measures to control who gets to use a system. But these measures are also constantly 
under attack. From criminals to corporations, from governments to academics, it 
looks like everyone is trying to break all the things, all the time. This, too, is part of 
the field of information security. 

In fact, an accurate description of information security would have to involve this 
continuous cycle of making and breaking. Decades ago, when computers were the 
size of rooms and their global number could be counted on two hands, users were 
already battling with administrators over who was allowed to gain access. As these 
machines have shrunk, multiplied and gained in importance, these battles remain, 
and their impact has greatly increased. 

In response, states have in the past decades adopted rules on information secu-
rity. Some require organisations to take information security measures. Some rules 
prohibit attackers from breaking these measures. And some rules are aimed at 
mitigation, for example obliging organisations to notify authorities of data breaches. 

However well-intentioned most of these policies might be, when you look at them 
as a whole, they tend to focus on the making side of things, often at the neglect of the 
breaking side. This approach is incomplete. Software and hardware will continue to 
contain weaknesses, and people will continue to find and exploit them. This dynamic 
of making and breaking is inherent to information security and cannot be rooted out. 
In this book, building on best practices in information security, I call this process of 
making and breaking the information security cycle.1 And I argue that, in order for 
policies in this domain to be compatible with human rights, those policies must be 
developed around this continual cycle of discovery and mitigation. 

Now, this dynamic of making and breaking plays out in various fields of infor-
mation security, but one domain in particular attracts the attention of governments: 
encryption technologies. This technology is a fundamental building block of many

1 See for instance, Article 32(1)(d), which refers to a process of regularly evaluating and if necessary, 
updating security measures; the ISO/IEC 27001:2013 standard on information security management 
systems, in which a similar approach can be found, ISO, ISO/IEC 29147:2014—Information tech-
nology—Security techniques—Vulnerability disclosure, 15 February 2014; and the now-deprecated 
Guidelines on securing personal data of the Dutch Data Protection Authority, CBP 2013. 
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information security measures, because it allows users to restrict access to infor-
mation and information systems. But this power to keep information confidential 
also poses an obstacle for governments, who have traditionally been able to gain 
access to the information they require in the course of investigations. In response, 
governments have over the past decades fought back to ensure they retain access, 
by subverting and regulating these technologies. Because encryption is such a foun-
dational information security technology, the stakes in this technological-regulatory 
battle are high. 

Another technological development, however, promises to raise the stakes in this 
particular cycle of making and breaking significantly: the development of quantum 
computers. These new kinds of computers, built with fundamentally different tech-
nologies from today’s computers, may in the next decades provide enormous 
computing power to their users. And one of the potential applications of this power 
is to break a widely used form of encryption, public key encryption, something I’ll 
explain further in this book. 

These developments are not only highly relevant for policy—they also have an 
important human rights angle. First, this information security cycle of making and 
breaking is itself strongly related to human rights, leading to significant questions. 
For instance: to what extent is the work by information security researchers protected 
by the right to science and the right to communications freedom (a concept I explain 
further below)? And can you limit the development of quantum computers as such, 
to protect private communications? 

But the issue of who gets access to information, and who gets to control informa-
tion systems—in other words: the application of information security measures—is 
obviously also important to the enjoyment of human rights. Policies in this domain 
have a bearing in particular to the human rights to privacy, data protection and 
communications freedom. This perspective also leads to important questions. To 
what extent do governments have an obligation to limit unauthorised access to your 
private data? Or are they actually allowed to limit information security measures, in 
order to maintain access to your data when necessary? And what do human rights 
say about who gets to control your phone—to what extent can companies restrict the 
functionality of devices? 

The relationship between information security and human rights has not been 
developed in depth in the literature yet, and especially not while viewing information 
security as this cycle of making and breaking (I discuss the most important books 
and articles below). In this book, I explore the relationship between human rights 
and this cycle of making and breaking, using the arms race between encryption 
technologies and quantum computing as an important case study. There is one aspect 
of this relationship that I am particularly interested in, namely the obligations of 
states under human rights instruments. This book thus centers around the following 
question: what constitutes human rights-compatible governance of the information 
security cycle, encryption technologies and quantum computing?
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1.2 Scope, Terminology and Limitations 

In answering this question, a number of restrictions apply. One important restric-
tion lies in the way I look at the function of information security (and encryption 
and quantum computing), as well as research into these domains. I take what you 
could call an “information based” perspective: I am primarily interested in how 
governmental measures and technologies enable and restrict the flow of information, 
and—related to this—how these measures restrict the use of information systems. 
This is why I emphasise how information security measures impose conditions on 
the creation, distribution and use of information and discuss how the information 
security cycle is dependent on the possibility of researching and sharing informa-
tion. This perspective was chosen because it fits well with the primary function of 
information security technologies, which is to channel information flows and restrict 
the use of systems (I will get to the concept of information security in Chap. 2, but this 
description suffices for now). It also fits well with the dominant function of science, 
which is to develop and share knowledge, which is a particular form of information. 

Because of this “information based” perspective, this book is also restricted to 
three human rights: the rights to privacy (and data protection), to communications 
freedom and to science. These rights are for a large part about the extent to which 
governments may, or must restrict information flows. Other human rights are, of 
course, also relevant for determining what governments may and must do in these 
domains. These include the classical rights, such as the right to human dignity, to 
physical and mental integrity, to freedom of thought and to assembly. These also 
include economic and social rights, such as the right to just conditions of work 
(where information security measures may enforce unjust conditions) and the right 
to strike (which might be made more difficult by information security measures). In 
some contexts, these specific rights may be even more directly applicable than the 
rights to privacy, communications freedom and science. Where a state is, for instance, 
jamming encrypted communications of protesters, this would probably be evaluated 
primarily under the right to assembly, not the right to communications freedom. But 
the reasoning with regard to these human rights will roughly mirror the three human 
rights discussed in this book, in particular when it comes to the more classical human 
rights. 

Territorially, governmental measures at the European Union (EU) level are the 
main focus of this book. Most of the issues surrounding information security are 
global in nature, and thus require at least a regional response. I further argue that the 
EU bloc can play an important role as a pioneer, setting a global standard for human 
rights-compatible governance in the domain of information security, similar to what 
it did with regard to data protection. In fact, as we will see, the EU is also already 
quite active in this domain. I occasionally discuss policies and practices in specific 
member states, to the extent that these are relevant for determining the scope of EU 
policy, for example because member states implemented the rules originating from 
the EU, because a national constitutional court issued a judgment which is relevant 
at an EU level or because enforcement often takes place at the national level. There
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is of course an issue of competence here: many of these rules also affect national 
security, and national security falls within the remit of each member state. Moreover, 
to the extent that I conclude that states have a positive obligation to intervene, it is 
questionable whether this conclusion can be based on the Charter. I devote attention 
to these issues in Chap. 8. 

This focus on the EU also means that I focus on the human rights instruments 
which are particularly relevant to EU and its member states, namely the European 
Convention of Human Rights (the Convention), the European Charter of Fundamental 
Rights of the European Union (the Charter) and the International Covenant on Social, 
Economic and Cultural Rights (the Covenant).2 The Convention and the Charter play 
an important role for courts across Europe when assessing the compatibility of state 
measures. The Covenant, relevant for the right to science, is almost never applied in 
court, but it is generally considered to be an important source in policymaking, also 
in the EU. 

From a substantive perspective, I discuss only a limited part of the broader field 
of information security: I focus on how information security technologies restrict 
access to information and restrict control of systems. But, as explained in Chap. 2, 
information security is about much more. For example, information security is also 
about the availability of information—whether a website is up or down—and about 
the authenticity of information—whether it has not been tampered with. However, 
assessing the connection between human rights and these other functions of infor-
mation security would require a significantly different analysis, and is best suited for 
a different book. 

In addition, information security is not only about technological measures in a 
narrow sense it is also about measures which are more organisational in nature, 
such as confidentiality obligations in contracts with employees, and organisational 
policies relating to access of systems. My analysis revolves around those aspects of 
information security which have a more technological character, such as encryption 
algorithms and changes to user software, because the policy debate is focused on 
these aspects. I will, however, occasionally also discuss the organisational framework 
in which these measures are embedded. 

Part of this book is about developing a framework for substantive policy in the 
domain of information security. Throughout the book, I group governmental policies 
and practices under the header of governance, a term many will associate with a 
broader meaning, encompassing public and private institutions as much as rules.3 

I thus discuss only a part of what falls under the broader header of governance— 
substantive governance, if you will. This means I also leave a lot of things out

2 Council of Europe (1950) European Convention on Human Rights (as amended by Protocols 
Nos. 11 and 14 and supplemented by Protocols Nos. 1, 4, 6, 7, 12, 13 and 16); European Union 
(2009) Charter of Fundamental Rights of the European Union; United Nations (1976) International 
Covenant on Economic, Social and Cultural Rights. 
3 See for example Möllers 2006. Under one oft-cited definition, this is the manner in which power 
is exercised in the management of a country’s economic and social resources for development; 
The World Bank 1994, p. vii. This includes topics such as transparency surrounding policymaking, 
accountability of executive power, and the strength of civil society. 
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which are especially relevant in the context of information security. In particular, 
I barely touch on the administrative aspects of institutions which are tasked with 
safeguarding information security. For instance, I do not discuss the powers which 
are accorded to national cybersecurity centers and intelligence agencies, the role of 
public-private initiatives and how tasks are divided between these bodies. I also do 
not discuss in depth the role of the private sector in information security, for example 
through standardisation and market power. I acknowledge that these play a significant 
role in shaping the information security landscape, also historically. The reason for 
restricting my research this way has to do with space and clarity: the book already 
touches on a broad ranges of topics and including these aspects would not be helpful 
for the analysis. Connecting these aspects to human rights is, however, a valuable 
topic for further research. 

Following up on this theme: in writing about substantive policy, I often refer to 
the government or state as if it were a monolithical unit. I acknowledge that things 
are usually not that simple. There are various institutions within a government, with 
often conflicting interests, and there sometimes are also competing teams within one 
institution. For example, intelligence agencies have already for a long time had the 
conflicting tasks of securing communication of some, while intercepting commu-
nication of others. This also explains why governance sometimes is inconsistent or 
illogical. Still, human rights law is not really concerned with the explanations as to 
why governance is the way it is—courts when applying human rights instruments 
view the state as the main unit of policy making, and I will do the same. 

1.3 Structure and Approach 

In answering what constitutes human rights-compatible governance of the infor-
mation security cycle, encryption technologies and quantum computing, I employ 
a simple structure, distinguishing between the facts, the rules and the application 
of those rules. This book thus consists of three main parts. In Part I, I answer the 
question how governments are, and could be shaping the domains of information 
security, encryption and quantum computing. Because I review the human rights-
compatibility of governance measures, the “facts” in this case not only consist of 
the technological landscape, but also the legal framework shaping this technological 
landscape. In Part II, I then discuss the rules by which these governance measures 
need to be assessed: this is the human rights framework which imposes limits on 
what governments may do and provides obligations on what governments should do. 
And then in Part III, I apply this human rights framework to each of the domains of 
information security, encryption technologies and quantum computing. 

Zooming in on each of the chapters, the structure is as follows. In, on the tech-
nological landscape, I first describe the continuous cycle of making and breaking 
ingrained in information security—the information security cycle. I also discuss how 
encryption technologies are an important information security measure and explore 
how broad adoption of these technologies potentially impedes access to information
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by governments. I then discuss how quantum computing works, how this technology 
can break encryption and how these technologies can be expected to develop in the 
future. 

In Chap. 3, on the legal landscape, I then provide an overview of current and poten-
tial governance measures in these domains. Here, I investigate how governmental 
policies and practices impact the information security cycle, again also focusing 
on encryption and quantum computing. I do this by discussing what the rules are, 
whether these rules are enforced, and whether uncertainty on the rules and their 
enforcement may make people more fearful to do things which would actually be 
legal or not enforced. I also explore how governments may steer future develop-
ment through a broad range of potential interventions, for example by giving grants, 
investing in education and providing information on security threats. The goal is not 
to be complete—rather it is to provide an analysis of the most important governance 
approaches in these domains and illustrate the interests at play. 

This chapter is partly a mere description of the rules. It is, however, also an 
analysis of gaps in regulation, particularly when it comes to information security. I 
conclude in the synthesis that states have an obligation under the human rights to 
privacy and communications freedom to close gaps in the information security cycle, 
so it is important to understand what these gaps are. For this gap analysis, I take as 
a starting point that many of the regulations discussed in this chapter are aimed at 
strengthening information security measures. And where these rules fail to do so in 
practice, I consider this a gap. My analysis is further based on the assumption that a 
smooth-functioning feedback loop in finding and fixing vulnerabilities is important 
for strengthening information security measures. Where this feedback loop is not 
functioning well, I also consider this a gap. To be clear: whether a gap needs fixing 
in view of human rights requirements is not part of this chapter—those questions 
will be discussed in the third part of this book. 

After having described the landscape in Part I, I then develop the normative 
framework in Chaps. 4, 5, 6 and 7. As noted above, the yardstick by which I measure 
governmental policies and practices is human rights law, in particular the right to 
privacy (and data protection), the right to communications freedom (a term I explain 
further in Chap. 6), and the right to science. For the rights to privacy, data protection 
and communications freedom, I apply the Convention and the Charter. I only discuss 
national law when it is relevant for furthering the understanding of similar concepts 
as laid down in these European instruments. For the right to science, the Covenant 
and the Charter are relevant. In Chap. 5, I then discuss the rights to privacy and data 
protection under the Convention and the Charter. In Chap. 6, I review the right to 
communications freedom under these instruments. And in Chap. 7, I explore the 
right to science under the Covenant. 

Finally, in Chaps. 8–11, I apply the human rights framework to the landscape 
described in Part II. For each chapter, I mirror the structure employed throughout 
this book—first laying out the factual and legal considerations for a specific domain, 
then summarising the conclusions with regard to human rights in this domain, and 
then developing policy recommendations. These chapters build on what has already 
been said in the earlier parts of the book—the sources are thus limited, while some of
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the earlier conclusions are reiterated. But the emphasis lies on the conceptual insights: 
what do the particular human rights imply for human rights-compatible governance 
in each domain. For each chapter, I also mention topics for further research. The 
book will end with the conclusion in Chap. 11, summarising my main findings. 

I have frozen the description of the technological landscape, governance develop-
ments and analysis of case law around the beginning of 2023, and have incorporated 
only major developments in these fields afterwards. 

This book is based on my Ph.D., which is called “Making and Breaking with 
Science and Conscience: The human rights-compatibility of information security 
governance in the context of quantum computing and encryption”. I defended the 
Ph.D. in October 2022 at the University of Amsterdam. Parts of the Ph.D. (and thus 
this book) were published in separate papers.4 

1.4 Relevance of This Book 

The most important contribution of this book lies in the in-depth analysis of informa-
tion security from the perspective of human rights. Academics have paid little atten-
tion to human rights in the context of information security, let alone understanding it 
as a dynamic process. Burkart and McCourt performed a somewhat similar analysis 
in Why hackers win: power and disruption in the network society, but this is focused 
more on the US, with less attention devoted to legal aspects.5 Dizon, in his book called 
Breaking and Remaking Law & Technology, describes information security gover-
nance but does not pay as much attention to human rights as well.6 Porcedda’s book on 
the relation between “cybersecurity” and the right to privacy and data protection also 
deserves to be mentioned, but it has a narrower focus and a different goal, namely 
resolving the apparent tension between privacy and cybersecurity.7 Arnbak in his 
2015 book also touches on information security and human rights, but focuses more 
on an analysis of the development of different policy instruments in this field.8 This 
focus on human rights also sets my book apart from currently dominant approaches 
to research in the field of information security, which are mostly about the economics, 
psychology and technology of information security.9 For completeness, there have 
been some articles on the concept of human security, opposing it with cybersecurity,

4 Van Daalen 2022, 2023 and two forthcoming papers, one on digital autonomy and the right to 
privacy, and one on quantum computing policy. 
5 Burkart and McCourt 2019. 
6 Dizon 2016. 
7 Porcedda 2017. 
8 Arnbak 2016. 
9 See Anderson 2020, Chap. 3 (psychology), Chap. 8 (economics) and referenced literature; see for 
an analysis of vulnerability disclosure policy from an economics perspective ENISA. 
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but this concept could be more grounded in human rights law.10 And while human 
rights do play an important role in the context of encryption technologies, there is 
no recent literature analysing how encryption regulations should be assessed under 
European human rights law: the last in depth analysis, by Schulz and Van Hoboken, 
stems from 2016.11 Finally, there is very little analysis of the legal implications of 
quantum computing, let alone of the human rights aspects of quantum computing. 
The major work in this field is Law and Policy for the Quantum Age of Hoofnagle 
and Garfinkel, but it has a decidedly US slant and touches on human rights issues 
only tangentially.12 

In this book, I take the cycle of making and breaking as a central point in my 
analysis. While information security experts indeed view their work as part of this 
cycle, this generally is not how governance in the field of information security is 
devise. Dizon, mentioned above, also explores how the law affects the work of secu-
rity experts, but does not emphasise the cyclical nature of information security itself. 
I believe that focusing on the offensive and defensive side of information security 
equally provides new insights as to how policy in the domain of information secu-
rity—as well as in the domains of encryption and quantum computing—should be 
devised. It means, for example, that you need to actively provide room in governance 
for doing research on how to break things. This approach also emphasises the risk 
mitigation aspects that are involved when exercising human rights: if you know that 
vulnerabilities will continue to be found, it makes more sense to focus on mitigating 
the risks when they are found, then on finding them in the first place. 

Another contribution of this book, is that I provide an up-to-date overview of EU 
governance measures in the domains of information security, encryption and quantum 
computing, taking the cyclical nature of information security as a starting point. Parts 
of these measures have already been mapped separately. See in particular, Arnbak’s 
analysis of information security policy in the context of data protection, telecommu-
nications, digital signatures and certificates, cybercrime and critical infrastructure, 
and Hofman’s analysis of security measures in the context of data protection (see 
further the sources in Chap. 3).13 There are furthermore many overviews of encryp-
tion governance, but this study provides a relevant contribution by discussing some 
of the more recent proposals from a human rights perspective and further devel-
oping the positive obligations of states in this regard. And when it comes to quantum 
computers, this is the first book which provides an overview on the limited gover-
nance measures in this domain in the EU (Hoofnagle and Garfinkel in their book 
mentioned above only touch on this in passing).14 

10 See for example Cavelty 2014; see also Salminen and Hossain 2018. 
11 Schulz and van Hoboken 2016. 
12 Hoofnagle and Garfinkel 2021. 
13 Arnbak 2016; Hofman 2022. 
14 Hoofnagle and Garfinkel 2021. Some papers have been written outlining a broad vision on 
governance of quantum computing, but there is no comprehensive attempt yet to map this governance 
space; see Perrier 2021; Johnson 2019; de Wolf R (2012) What Quantum Computing Can Do for 
You. Inaugural lecture; de Wolf 2017.
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This broad mapping of governance measures also allows for a comprehensive 
gap analysis, resulting in a number of important insights. First, an insight from this 
analysis is that information security governance measures should be applied across all 
systems which are vulnerable to attacks—something which is not currently the case. 
This has already been suggested by BEUC in 2019, but without a legal analysis.15 

Also, the introduction of the attack surface as an atomic unit for policymaking is 
new: from an information security perspective, this is where the action takes place, 
so this is where governance measures should be directed. This has not been proposed 
previously. Lastly, my suggestion to introduce an exception for information security 
research has been proposed in other places before, but in this book I also provide the 
legal backing for this, basing it on the right to science and the right to communications 
freedom.16 

On the human rights side, an important analytical tool developed in this book is the 
focus on the risk of unlawful access. Human rights courts have in the past emphasised 
the safeguards for lawful access to interests protected by privacy and communica-
tions freedom, mostly disregarding states’ obligations when it comes the other type 
of access, unlawful access. But in fact, information security measures are mostly 
about preventing unlawful access. My conclusion is that measures which signifi-
cantly increase the risk of unlawful access to information or systems, or unlawful 
control of information and systems, should be considered an interference. Further-
more, the conclusion that in many cases this interference is disproportionate, given 
the current state of information security, is important in future analyses of states’ 
obligations in this domain. 

With this book, I also draw attention to the double-edged nature of information 
security measures for human rights. Information security measures may in certain 
instances protect human rights, when the human in question is in control of the appli-
cation of the measures, or when they benefit from this application. You might be able 
to determine yourself when you want to apply strong encryption, or strong encryp-
tion is built in the device you’re using by default: in both cases you benefit from the 
privacy-protecting properties of encryption. But these measures may also negatively 
impact human rights, by restricting the freedom of people to access information and 
use systems. This perspective is already important for the analysis of the relationship 
between information security and human rights. 

My analysis of the right to science also provides useful insights. The most relevant 
conclusion is that the duty of care that comes with the right to science has a role to play 
in steering policy debates. This duty of care under the right to science implies that 
policymakers and researchers have an obligation to mitigate the risks of potentially 
dangerous technologies. For information security, this means that the right to science 
also imposes on researchers a duty to disclose their findings. This is completely new 
and has not been proposed in literature before (it also leads to a number of practical 
questions on the boundaries of this duty). For quantum computing, the implication

15 Oliveira da Silva 2019. 
16 See for example Schaake et al. 2018; ENISA  (2015), para 6.3; and ENISA (2013), p. 10. 
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that governments must on the basis of human rights obligations invest in alternative, 
quantum resistant technologies, is also an important insight. 

Now, although I limit myself mostly to information security in this book, the 
conclusions on states’ obligations with regard to the right to science do not remain 
limited to information security only. These can also be translated to other fields where 
research can have positive or negative impacts.17 For example, advances in artificial 
intelligence technologies can be used to impersonate people, but also to detect fake 
news. Virology research can be used to make viruses more deadly, but also to make 
vaccines. Understanding these technologies as part of a cycle makes it possible to 
develop governance steering their development and use in the public interest. In 
particular, the emphasis in information security on risk mitigation can also be useful 
for other fields—it could imply that experimenting with viruses can only be allowed 
if vaccines are developed simultaneously. I touch on this question in the conclusion. 
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Abstract This chapter explores the technological landscape, focusing on three 
topics: information security, encryption and quantum computing. With regard to 
information security, it highlights the ongoing struggle between creating secure 
systems and finding their weaknesses. It further underlines that the current state 
of information security is notably poor, with the complexity of IT systems providing 
ample opportunities for attackers. The chapter also touches on the dilemma faced by 
researchers who discover vulnerabilities on how to responsible disclose their findings. 
It finally examines the relationship between encryption technologies and quantum 
computing, suggesting that the development of quantum-resistant technologies is
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crucial. The discussion intertwines technology and human rights, seeking a balance 
between government access to encrypted information and protecting individual 
rights. 

Keywords Information security · Encryption · Quantum computing ·
Vulnerabilities · Coordinated vulnerability disclosure 

2.1 Introduction 

To most legislators, information security is something you have, not something you 
do. Your computer is either secure, or it is not, and when it is not—well, that’s a 
problem. Politicians and victims often respond by assigning blame—the hacker who 
entered the system did so unlawfully, or the company left a gaping hole in its server 
because it did not patch it in time. But if we take a step back, it is clear that this 
unpatched server was not the first in the history of computing—millions have come 
before it, and millions will follow. What we see instead is a recurring process of 
finding weaknesses and fixing them, only for the next weakness to be discovered and 
fixed, and so on. That cat-and-mouse game between offence and defence? That is 
information security. 

In this chapter, I take look at this continuous process, which I call the informa-
tion security cycle.1 In the first section, I describe the cycle itself. Then I describe 
an important measure which many organisations use to protect themselves: encryp-
tion technologies. In the final section, I review a technology which is expected to 
undermine many of these encryption technologies: quantum computing. 

2.2 The Information Security Cycle 

A central point of this book is that for policymaking, information security should be 
considered to be a continuous process. In this section, we look at this feedback loop 
from various vantage points. We first take the perspective of an organisation that 
wants to defend itself through its information security policy. Then we zoom out and 
take the perspective of a historian, showing how the cycle of making and breaking 
is ingrained in the user culture associated with different generations of computers, 
from mainframes in the seventies to current cloud services. Next, we take a deep dive 
into the life of a vulnerability, from initial discovery to final fix. And we acquaint 
ourselves with the work of those on the bug-hunting trail, from intelligence services to 
criminals, from companies to academic researchers. Lastly, we look through the eyes 
of the user and consider the devastating effects that the exploitation of a vulnerability

1 Parts of this chapter have already been published in Van Daalen 2022, 2023a, 2023b, 2024. 
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can have on people’s lives, and on IT infrastructure, but we also touch on some of 
the positive aspects of weaknesses in information security systems. 

2.2.1 What Is Information Security? 

This book is about information security—but what is information security exactly? In 
the literature, information security is often framed in terms of desirable security prop-
erties (also called security objectives). Three properties are commonly seen as funda-
mental building blocks: confidentiality (preventing unauthorised access to informa-
tion), integrity (preventing unauthorised alteration of information) and availability 
(ensuring that information remains accessible to authorised users), often abbreviated 
as the CIA-triad.2 There is an ongoing debate about whether other security properties 
should also be regarded as fundamental, or whether they are merely a combination 
of lower-level functions. For example, some authors include authentication (identi-
fying an originating entity or the origin of data) and non repudiation (preventing the 
denial of previous commitments or actions) under this header as well.3 

It is not necessary to resolve this debate here—all these security properties are just 
building blocks. For this book, a more interesting question is: what do you use those 
properties for? In this book, I am focusing on a particular function of information 
security—the function of (i) access and (ii) control, to and of, (iii) information and 
(iv) systems. Let me explain these four aspects. First, when I say information security 
is about restricting access to information, I am primarily talking about the building 
block of confidentiality described above. And then secondly, I’m broadening this 
notion of access to also include access to systems—to your phone, your computer, 
to your account, etc. Third, when I say control of information, I am talking about 
ways in which the use or distribution of this information can be restricted—this, 
for instance, is what digital rights management measures are aimed at. Obviously, 
information security plays an important role in those settings as well. And finally, 
when I talk about control of systems, I mean how information security measures 
can be aimed at restricting their functionality—think of an e-bike with a digitally 
imposed maximum speed. 

To be clear: information security is about more than this. For example, I’m not 
touching on the function of information security for ensuring trust. But for this 
book, this limited notion of information security as access and control, to and of, 
information and systems, plays an important role in my analysis in subsequent 
chapters. 

There is also another aspect to the notion of information security which is worth 
discussing upfront—whose information security are we talking about? When Apple 
takes information security measures to restrict users from installing apps outside of

2 See Arnbak 2016, Chap. 5 for an in depth discussion of these concepts; and Menezes et al. 1997, 
p. 4 for the definition of the first two. 
3 Menezes et al. 1997, p. 4; see also Arnbak 2016, Chap. 5. 
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the app store, you could argue that this is done to keep the user secure: this way you 
can prevent malicious apps from being installed on the phone. But it also limits the 
user in what it can do with the phone. In fact, perhaps this measure benefits Apple 
even more than it benefits the user—Apple can ensure that it takes a cut of the income 
from all apps which are installed on this phone and exclude apps which compete with 
its own apps. We often see that the organisations which take information security 
measures consider the user to be an adversary—and this has implications for human 
rights as well. 

This notion of who is the beneficiary of an information security measure is also 
relevant for a final distinction I want to discuss at the outset: the difference between 
information security and cybersecurity. Unfortunately, there is no clear line between 
the two. For one, cybersecurity is a buzzword, sometimes used to attract the readers’ 
attention or to frame an old topic in a new way. It’s also a vague term. As a result, 
you will sometimes see the term cybersecurity used in a way which is similar to my 
description of information security above. More often, though, the term cybersecurity 
is used to refer to a particular application of information security, namely to further 
specific, mostly state-related interests.4 In those cases, it’s about protecting critical 
infrastructure, about protecting against online terrorism, about online attacks by 
nation states, etc. And it can also be used in a context where it is more focused on 
preventing crime, gaining access to encrypted data in an investigation, even about 
preventing the stealing of intellectual property. For this book, however, it is not 
so important to delineate the two exactly, because I will avoid the term altogether, 
precisely because it has no clear meaning. 

2.2.2 Taking Information Security Measures 

Now, many organisations will, at some point in their development, take information 
security measures to defend against attacks. But it can be difficult to determine 
which measures make the most sense. Over the past decades, standard practices have 
emerged to help organisations make the best choices, even in the face of changing 
circumstances. These are generally subsumed under the plan-do-check-act cycle, 
originally developed for quality assurance in manufacturing, but applied in other 
contexts since, including in information security.5 

In the first phase of the cycle, the plan-phase, an organisation will decide which 
measures are necessary in view of the risks. These decisions are usually laid out in an 
information security policy. In this policy, the security requirements (e.g. that certain 
information must remain confidential) are described in view of the risks to certain

4 See Nissenbaum 2005. 
5 In the GDPR, controllers and processors are required to implement “a process for regularly testing, 
assessing and evaluating the effectiveness of technical and organisational measures for ensuring the 
security of the processing”, Article 32(1)(d); in the ISO/IEC 27001:2013 standard on informa-
tion security management systems, a similar approach can be found; see also the now-deprecated 
Guidelines on securing personal data of the Dutch Data Protection Authority; CBP 2013. 


