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Preface

Welcome to the second volume of the book, Artificial Intelligence and Smart Energy,
where innovative research and cutting-edge technologies converge to address the chal-
lenges of our time. This volume presents a comprehensive collection of research chapters
from diverse domains, each contributing significantly to the advancement of energy and
sustainability.

This book reflects the collective efforts of researchers, scholars, and practitioners
from around the globe, showcasing their dedication to exploring novel solutions to
complex problems. From securing cyber-physical systems to revolutionizing healthcare
with artificial intelligence and robotics, the topics covered here highlight the ways to
leverage sustainable research.

Moreover, this volume is particularly focused on smart and sustainable energy solu-
tions, which plays a major role in building a greener future for generations to come.
From advancements in solar panel efficiency and fault analysis to the development of
fuzzy-controlled converters for grid-tied photovoltaic systems, the chapters presented in
this volume offer insights into the latest innovations in renewable energy technologies.
On the other hand, by including the research studies on water solutions, agricultural
innovations, and renewable energy technologies, this volume depicts the transformative
potential of artificial intelligence, machine learning, and the Internet of Things across
various domains, including smart cities, transportation, and healthcare.

We believe that the insights shared in this volume will inspire further research,
enable fruitful discussions, and create real-world impact to drive toward a future defined
by resilience, inclusivity, and sustainable development.

S. Manoharan
Alexandru Tugui

Zubair Baig
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Efficient Detection of Cyberbullying in Social
Media Platform

V. Aishwarya, M. Amirtha, R. S. Amshavalli(B), D. Aishwarya, and A. Mohana Priya

Department of Computer Science and Engineering, Sathyabama Institute of Science and
Technology, Chennai, India

amshavalli.cse@sathyabama.ac.in

Abstract. The prevalence of cyberbullying on messaging apps like WhatsApp is
a major concern nowadays. The first step in resolving this problem is developing
machine learning models to automatically identify the cases of cyberbullying. In
order to detect cyberbullying on the messaging app like WhatsApp, this study
introduces a machine learning approach that makes use of logistic regression
and support vector machines (SVMs). Collecting a dataset of WhatsApp chats,
including both cyberbullying and non-bullying ones, is the first step in the pro-
posed method. In order to clean up the data and remove any noise, text preparation
methods are used. Feature extraction is a powerful tool used for capturing impor-
tant environmental and vocal cues related to cyberbullying. Classification models
are trained by utilizing the selected features with the help of logistic regression
and support vector machines. The outcomes demonstrate the efficacy of the sug-
gested method. While Support Vector Machines (SVMs) get up to 85% accuracy,
logistic regression models have 83% accuracy when it comes to cyberbullying
case classification. The results show that the machine learning algorithms were
successful in detecting cyberbullying in WhatsApp conversations.

Keywords: Bidirectional LSTM · Cyberattack · Phishing · Email Detection ·
SVM

1 Introduction

Machine Learning is one of the viable solutions for the ever-increasing problem of cyber-
bullying on social media platforms. Using Logistic Regression (LR) and Support Vector
Machine (SVM) approaches, this study primarily focuses on detecting cyberbullying
events inside the popular messaging app WhatsApp. One of the best ways to meet new
people is to use social media. However, individuals are engaging in illegal and immoral
activities via these networks as their popularity has increased. Especially among young
adults and teens, it is clear that individuals are developing novel approaches to cyberbul-
lying. Bullying that takes place via the use of electronicmeans is known as cyberbullying.
The impacts on young people have just now come to light, despite the fact that this issue
has persisted for a long time. Teens and young adults who use social media are easy tar-
gets for cyberbullies, and these sites also put them at risk of cyberattacks. Usingmachine
learning, we can establish criteria for the automated detection of cyberbullying material

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
S. Manoharan et al. (Eds.): ICAIS 2024, ISEM 4, pp. 1–12, 2024.
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and the identification of common linguistic patterns used by both bullies and their vic-
tims. Concerning cyberbullying’s ability to wreak substantial damage to an individual’s
psychological state and general wellbeing, it poses a major danger to people. It is critical
to develop effective techniques to identify and combat cyberbullying due to the growing
use of social media platforms like WhatsApp. It is feasible that this pervasive problem
may be mechanized and effectively addressed by using machine learning algorithms to
the problem of social media bullying. These algorithms have shown promise in several
domains.

Logistic regression is a popular machine learning classification method for solv-
ing binary classification issues. The system trains a logistic regression model using
labelled data in order to find patterns and characteristics associated with cyberbullying
incidents. Features such as angry tone, inflammatory language, and targeted personal
attacks may be extracted from WhatsApp chat text data and used to train the logistic
regression model. The model may be trained to detect whether a new message con-
stitutes cyberbullying, enabling swift responses in such cases. Cyberbullying may also
be detected using Support Vector Machine, another powerful method. Support vector
machines (SVMs) choose the best hyperplane to divide the data into two sets, in this
case, texts with cyberbullying and those without. By using appropriate feature extraction
methods and text preparation processes, SVMs are able to understand the fundamental
patterns and differentiate between the two groups. SVMs are an excellent fit for delicate
cases of cyberbullying because of their capacity to manage non-linear correlations and
high-dimensional data.

By integrating the strengths of logistic regression and support vector machine meth-
ods, the proposed machine learning approach improves WhatsApp’s cyberbullying
detection capabilities. The methodology overcomes the limitations of each approach
while capitalizing on their unique strengths by using both strategies simultaneously. This
concept may be enhanced even more by using additional methods including ensemble
approaches, feature engineering, andnatural languageprocessing. Finally, usingmachine
learning methods, particularly logistic regression and support vector machines, might
be a way to detect cyberbullying using WhatsApp. Cyberbullying is a serious prob-
lem, but there may be an automated solution thanks to these algorithms’ ability to learn
from labelled data. By fostering constructive connections and mitigating the detrimen-
tal impacts of cyberbullying, this approach, if developed and implemented, may assist
WhatsApp users in enjoying a more secure and enjoyable online experience.

2 Related Works

Gautam A.K and Bansal.A [1], presented a model for cyberstalking detection using
supervised machine learning methods such as Logistic Regression, Support Vector
Machines (SVM), Decision Trees, Random Forest, K-Nearest Neighbor, and Naive
Bayes. Two machine learning techniques were used to two datasets with different sizes
and distributions: Bag of Words and Term Frequency (TF). The acronym “IDF” stands
for Inverse Document Frequency. Based on the results of their experiments, the twomost
Logistic regression and logistic regressionwith feature extraction were themethods used
on the two datasets. Regression and Support Vector Machine. Ige.T and Adewale [2] has
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built an AI system that employs multinomial naive Bayes and optimized linear support
vector machines may be implemented to identify and prevent cyberbullying. The authors
detail the steps for implementing the strategy and provide the results of their experiments
to demonstrate its efficacy.Mahmudet al. [3] highlighted the usefulness of severalmodels
in identifying instances of cyberbullying was examined using the Twitter dataset. These
models included LightGBM,XGBoost, RandomForest, Logistic Regression, AdaBoost,
and classical models. The most successful strategy for recognizing instances of cyber-
bullying on social media was determined by assessing each machine learning model’s
properties of accuracy, precision, recall, and F-1 score. After analyzing the results of each
statistic, they found that while LightGBM performed better than the others, the models
were essentially interchangeable. With 84.0% accuracy, 85.0% recall, and 84.49% F-1
score, LightGBM not only outperformed the competition in accuracy, but also in pre-
cision and recall. Azeez N.A and Fadhal.E [4], used four separate datasets to evaluate
both models in their study. We used seven different machine learning algorithms for the
evaluation: NB, DT, KNN, LR, NN, QDA, and SVM.Also used were logistic regression,
neural networks, and neural networks for NN. Ada Boosting, Gradient Boosting, Ran-
dom Forest, and Max Voting were also used as ensemble learning models. This research
aims to compare ensemble learning with classical classifiers for the categorization of
online social media networks’ instances of virtual harassment. We compared the results
using twelve assessment criteria, which included: recall, specificity, accuracy, precision,
and F1-measure. And The following measures were used to prove that our algorithms
were correct: The user brought up a number of performance indicators often used to
evaluate classification models, including Negative Predictive Value (NPV): Several sta-
tistical measures are used to assess reliability, including false positive rate (FPR), false
negative rate (FNR), area under the curve (AUC), mathematical correlation coefficient
(MCC), and Cohen’s Kappa coefficient (KAPPA).

Ahmed M.T et al. [5] created a model using deep learning and machine learning to
identify cases of cyberbullying in Bangla and Romanized Bangla writings. Recall, F1-
Score, accuracy, precision, andROCareawere all included in the algorithms’ comparison
study. Three sets of social media data were produced: one for Bangla, one for Romanized
Bangla, and one for a combination of the two. There were a combined total of 12,000
texts in Bangla and Romanized Bengal across the three datasets, including 5,000 texts
in Bangla and 7,000 texts in Romanized Bangla. In order to carry out the comparison
study, the preprocessed datasets were trained using deep learning and machine learning
approaches, and their performance was assessed. With an astounding 84% accuracy,
CNNoutperformed all previous results for theBanglaDataset.BokoloB.GandLiu.Q [6],
have used a dataset consisting of tweets on cyberbullying, the researchers tested and rated
three different machine learning algorithms: SVM, Naive Bayes, and Bidirectional Long
Short-Term Memory (Bi-LSTM). The importance of protecting social media platforms
against cyberbullying cannot be overstated, considering the widespread use of these sites
by people of all ages. With an accuracy of 98%, the Bi-LSTM model outperforms the
other models according to the experimental data. The SVMmodel comes in second with
a 97% accuracy rate, just ahead of the Naive Bayes model (85%). Results demonstrated
that Bi-LSTM outperformed the two more conventional machine learning classifiers,
proving that ML techniques are useful for cyberbullying detection. Obaidat.I et al. [7]
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in their work, collected data from popular platforms to handle complaints of bullying,
intimidation, abuse, and other forms of harassment and damage directed at students and
youth in both Arabic and English. Prior to using machine learning approaches, they
prepped their data for the discovery phase by removing unnecessary characters. In their
mixed-methods study, the researchers used a variety of machine learning and natural
language processing techniques, such as logistic regression, random forests, support
vector machines, extreme gradient boosting algorithms, and Naive Bayes. The goal of
the training process was to find the most accurate model.

In the researchwork carried out by Shakeel.N et al. [8], the issue of cyberbullying has
been addressed in a variety of ways. Among the many social media platforms used by
them was Twitter. They were familiar with logistic regression (LR), naïve Bayes (NB),
support vector machine (SVM), and term frequency—inverse document frequency (TF-
IDF), among other methods and processes. Examining howwell three algorithms—Sup-
port Vector Machines (SVM), Logistic Regression (LR), and Naive Bayes (NB)—detect
cyberbullying is the primary goal of this essay. In addition, the Support Vector Machine
(SVM) was shown to be the most effective approach. In the proposed methodology of
[9], a number of well-known algorithms have had their performance evaluated using
measures such as recall, accuracy, precision, F1-score, and Extreme Gradient Boosting
(XGBoost), Decision Tree, and Random Forest. By analyzing a Twitter dataset of hate
speech, we find that the Random Forest algorithm is the most efficient, with a 97% accu-
racy rate. To evaluate the model’s performance, several feature extraction techniques
have been used, including bag-of-words and TF-IDF (term frequency-inverse document
frequency). Combining Random Forest (RF) with TF-IDF seems to be the best method
for identifying inappropriate language on social media, according to the data that was
gathered.

S.Gnanavel et al. [10] proposed probabilistic model for text retrieval. It helps in elim-
inating the background noise so that the key content of the text can be focused for further
cyberbullying detection. The proposed work of Johari.N.F.B and Jaafar.J [11] deals with
the dataset, collected from Twitter by scraping tweets, uncovered six unique forms of
cyberbullying. The following classifications were established according to frequently
used Malay words linked to cyberbullying: non-abusive, racial, intellectual, and politi-
cal. The 45,580 tweets that make up the cyberbullying dataset are not evenly distributed.
Word2Vec, Bag of Words (BoW), and Term Frequency-Inverse Document Frequency
(TF-IDF) are the three feature extractionmethods used to construct themodel. Themeth-
ods of Logistic Regression (LR), Naïve Bayes (NB), Support Vector Machine (SVM),
andRandomForest (RF) aremixedwith thesemethodologies. The bestmodel, according
to thefindings, is the logistic regressionmodelwith theTF-IDF feature extractionmethod
coupled. To address the dataset’s imbalance, the model was fine-tuned by adjusting its
hyper parameters and using the Synthetic Minority Oversampling Technique (SMOTE)
. The work of V.Jain et al. [12] has predicted that, WhatsApp’s machine learning system
for cyberbullying detection has a number of serious flaws. To begin, logistic regression
and support vector machine methods have problems in accurately identifying and classi-
fying instances of cyberbullying. Since these algorithms rely on predetermined patterns
and qualities, they may not capture the complex and ever-changing nature of cyberbul-
lying actions. Because of the high incidence of inaccurate detection of cyberbullying
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scenarios caused by false negatives, this might cause the system to produce a significant
number of false positives, making it difficult to effectively identify such occurrences. In
addition, sophisticated forms of cyberbullying are difficult for algorithms such as logistic
regression and support vector machines to detect [13]. Because these algorithms mainly
deal with numerical and categorical data, they may miss some of the verbal and contex-
tual nuances that are often present in cyberbullying incidents . Victims’ mental health
may take a major hit if the system fails to detect more nuanced forms of cyberbullying,
such as micro aggressions or passive-hostility.

In the researchwork of P.Deedeepya et al. [14], detection of cyberbullying is achieved
by convolutional neural network (CNN). In CNN, multiple layers interprests the evolv-
ing strategies and behaviors of cyberbullying. Their proposed work states that the exist-
ing system struggles to keep up since it relies on supervised learning approaches. The
system may face challenges in adapting and detecting changing cases of cyberbully-
ing. Training supervised learning algorithms requires large labeled datasets, which may
be time-consuming and costly to gather . This becomes even more problematic when
considering the ubiquity and dynamic nature of cyberbullying. When it comes to cyber-
bullying, the existing system may not be able to pick up on incidents in languages other
than English. Language and cultural quirks may have limited the applicability of logis-
tic regression and support vector machine algorithms, which were built and trained on
English textual data [15]. On a worldwide social media network like WhatsApp, which
serves users from a variety of linguistic backgrounds, imposing this restriction might
drastically reduce the system’s ability to identify cases of cyberbullying. Using logistic
regression and support vectormachine approaches, the presentmachine learning strategy
to detect WhatsApp cyberbullying has many drawbacks. Some of these issues include
not being able to properly record and categorize incidents of cyberbullying, not being
able to identify cyberbullying in languages other than English, and not being able to
detect cyberbullying that is subtle or complex.

3 Proposed System

Making amachine learning system that can identify cases of cyberbullying on the popular
messaging app WhatsApp is the goal of the proposed project. The main goal is to use
logistic regression and Support Vector Machine (SVM) techniques to identify instances
of cyberbullying and quickly step in to stop it before it does damage. In order to do
this, we will gather a large dataset of WhatsApp chats and use preprocessing to extract
important attributes. Tokenization, stemming, and stop word removal are some of the
text preprocessing techniques that will be used to normalize the text data and reduce
noise. Find out whether a certain text message shows symptoms of cyberbullying with
the use of a binary classifier that is based on logistic regression. Cyberbullying and
non-cyberbullying messages will be distinguished by training the system. To do this, the
logistic regression model will be trained using a labeled dataset. System Architecture is
shown in Fig. 1.



6 V. Aishwarya et al.

Fig. 1. System Architecture

In a similar vein, the Support Vector Machine (SVM) method will be employed in
classifying the cyberbullying-related text messages into many kinds. Using the textual
characteristics retrieved from the dataset, the SVM model will detect trends and define
decision limits to differentiate between cyberbullying and non-cyberbullying occur-
rences. Some of the measures that will be used to assess the logistic regression and
SVM models’ performance include F1-score, recall, accuracy, and precision. We will
compare the produced models to find out how well the algorithm categorizes instances
of cyberbullying. Applying machine learning techniques developed for the WhatsApp
social media network, the proposed initiative seeks to advance the area of cyberbullying
detection. Platform management and social media moderators may benefit greatly from
accurate data on cyberbullying incidents if they could respond quickly enough to stop
the damage from happening. Another benefit of the suggested technique is its potential
generalizability to other social media sites; this might lead to better tactics for combating
cyberbullying in a variety of contexts. Data preparation is carried out after the dataset has
been collected. At this point, the input dataset is prepared for model training by doing
preprocessing. Methods like data purification, feature extraction, and standardization
may be required for this. Among the many tasks involved in data preparation is han-
dling missing data from the dataset. The dataset’s target variables are divided into many
categories. The model is trained using the Train Data, and its performance is assessed
using the Test Data. These two sets of preprocessed data are created independently. Con-
struction the machine learning model and feeding it instructions from the training data
is called “model building.“ Support Vector Machines (SVMs) and Linear Regression
are two separate classes of machine learning algorithms used in this context. It is usual
practice to utilize Support Vector Machine (SVM) for classification tasks and Linear
Regression for regression problems. It may be inferred from this that the two methods
are being considered equally or compared when building the model. A trained model,
prepared for validation and testing, is the end result of the model development stage. It
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is the goal to enhance the accuracy after the initial training by using more sophisticated
models, picking out key characteristics, or tweaking hyper parameters. Then, cyberbul-
lying detection, the model’s intended function, is carried out using the improved version.
The user may utilize the technology to identify instances of cyberbullying that occur on
various digital communication channels, such as social media. Starting with data prepa-
ration and ending with model deployment, the system architecture shows a common
machine learning technique for recognizing cyberbullying behavior.

3.1 Data Preprocessing and Feature Extraction

This module gathers and preprocesses raw data from the social media network like
WhatsApp in order to eliminate any redundant or unnecessary information. Preprocess-
ing involves normalizing the text by stemming or lemmatizing it, eliminating stopwords,
and special characters. Following preprocessing, pertinent characteristics like sentiment
scores, n-grams, and word frequency are taken out of the textual data. These qualities
serve as the foundation for training machine learning models and capture significant
aspects of cyberbullying texts.

3.2 Applying a Logistic Regression Approach for Model Development
and Evaluation

Here, the feature set and preprocessed data are used to train the logistic regression
model. Cyberbullying in WhatsApp chats may be detected using logistic regression, a
well-known binary classification approach. To facilitate the training of logistic regres-
sion models, the dataset is split into two subsets: the testing set and the training set.
After applying the logistic regression model to the training set, we evaluate the model’s
performance on the testing set using pertinent assessment measures such as F1-score,
recall, accuracy, and precision. You may find the best combination of hyper parameters
to maximize the model’s performance using hyper parameter tuning methodologies like
grid search and random search.

3.3 Training and Evaluating a Model Based on Support Vector Machine (SVM)

In order to identify instances of cyberbullying in WhatsApp discussions, this module
utilizes the Support Vector Machine (SVM) algorithm. A robust machine learning tech-
nique, Support Vector Machines (SVM) can manage datasets with many dimensions and
complicated interactions. Aswith the logistic regressionmodule before it, the data is split
into a training set and a testing set. Then, using radial, polynomial, or linear basis func-
tions as kernels, the SVMmodel is trained on the training set. The trained SVMmodel is
evaluated using a variety of metrics, and its performance may be fine-tuned using hyper
parameter tuning techniques. The SVM method locates the best hyperplane to classify
a dataset. In two dimensions, a line represents a hyperplane. In three-dimensional or
higher-dimensional space, it is known as a hyperplane. With Support Vector Machines
(SVMs), the goal in binary classification is to locate the hyperplane that maximizes the
margin. A data point’s margin is the greatest possible distance between its class-specific
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neighbors. Support vectors are data points that are close to the hyperplane and signif-
icantly affect its direction and placement. Support vector machines (SVMs) provide
margin to classifiers by using these vectors. A margin is the absolute difference in length
between two lines drawn from the closest points in the same class. A straight line distance
from the line to the nearest points or support vectors is used to determine this. Classifiers
with a bigger margin provide less inaccurate generalizations. Data encountered in the
actual world sometimes lacks linear separability. To make the input space more compli-
cated, Support Vector Machines (SVMs) use a kernel method in such cases. This change
makes it possible to use a hyperplane to correctly separate the data. Radial basis function
(RBF), sigmoid, and polynomial kernels are some of the most common. The three main
components of the suggested approach for identifying cyberbullying on WhatsApp are
data preprocessing and feature extraction, training and assessment of logistic regression
models, and training and evaluation of support vector machines. The methods used in
these modules include Support Vector Machine and logistic regression. All three mod-
ules together provide a thorough way to identify and handle cyberbullying in real-time
WhatsApp interactions. Precision is a performance metric that evaluates the accuracy
of a model’s future predictions. The term “accuracy” is used to indicate the proportion
of correctly identified positive instances, or actual positive predictions, relative to the
overall number of all occurrences, both positive and negative (including those that were
incorrectly called positive). Recall, also known as sensitivity or the true positive rate,
is a crucial metric to examine when evaluating computer vision models. The accuracy
rate is the proportion of true cases found relative to the total number of relevant cases.
The F1 score is a reasonable way to evaluate a computer vision model’s accuracy as
it takes Precision and Recall and multiplies them by one. When evaluating computer
vision models, accuracy is a key performance indicator. The proportion of occurrences
in a dataset that were appropriately identified as true positives or true negatives is one
indicator of accuracy.

precision = TP

TP + FP

recall = TP

TP + FN

where TP stands for True Positive, FP represents False Positive, TN indicates True
Negative andFNstands for FalseNegative.With the help of calculated values of precision
and recall, F1 score can be computed as follows

F1score = 2 ∗ precison ∗ recall

precision + recall

Accuracy = (TP + TN )

TP + FN + TN + FP

Specificity = TN

TN + FP

The above metrics are used for the performance evaluation.
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4 Results and Discussion

WhatsApp employs a machine learning approach to identify instances of cyberbullying,
utilizing logistic regression and Support Vector Machine (SVM) algorithms. Logistic
regression is commonly employed when addressing binary classification problems, such
as identifying occurrences of cyberbullying. Logistic regression quantifies the probabil-
ity of classifying a communication as either cyberbullying or non-cyberbullying based
on several features, achieved by fitting a logistic function to the data. Evaluation Metrics
Score is shown in Table 1.

Table 1. Evaluation Metrics Score

Algorithm Accuracy Precision Recall

Support Vector Machines 89.77 0.73 0.69

Logistic Regression 90.72 0.89 0.90

The above table presents performance metrics for two machine learning algorithms:
Support Vector Machines (SVM) and Logistic Regression.

• Accuracy measures overall correctness in percentage.
• Precision (for Logistic Regression) reflects the proportion of true positive predictions

among all positive predictions.
• Recall (for Logistic Regression) represents the proportion of true positive predictions

among all actual positives.

In summary, both algorithms show high accuracy, with Logistic Regression having
better precision and recall compared to SVM. In contrast, Support Vector Machines
(SVMs) are an effective method for binary and multiple-category data classification. In
order to maximize the margin between the two classes, the goal is to find the hyper-
plane. Support vector machines (SVMs) enhance cyberbullying detection accuracy by

Fig. 2. Confusion matrix for Logistic Regression
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handling high-dimensional feature spaces and non-linear relationships among features.
This machine learning technique uses a variety of relevant data points, including con-
tent, sender, time, and emotion, extracted fromWhatsApp conversations. Support vector
machines and logistic regression models are trained using these attributes. Next, labelled
datasets are used to train the models, which classify instances as either cyberbullying or
non-cyberbullying. Before algorithms can effectively differentiate between the two sets,
they need to learn to identify substantial patterns and correlations among the attributes.

Fig. 3. Confusion matrix for SVM

Fig. 4. Correlation matrix for features in dataset
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Confusion matrix for Logistic Regression is shown in Fig. 2. Confusion matrix for SVM
is shown in Fig. 3. Correlation matrix for features in dataset is shown in Fig. 4.

5 Conclusion

To summarize, an effective approach to identify cyberbullying on the social media plat-
form WhatsApp is the utilization of machine learning techniques, specifically Logistic
Regression (LR) and Support Vector Machine (SVM) algorithms. Both algorithms have
exhibited efficient classification and detection abilities for identifying different cyber-
bullying instances. Support Vector Machine (SVM) enables robustness and the ability
to handle non-linear correlations, whereas Logistic Regression (LR) leverages simplic-
ity and interpretability. By integrating these models, the total efficacy of cyberbully-
ing detection systems can be enhanced, enabling efficient real-time surveillance and
response. By implementing further enhancements and modifications, this technique has
the potential to effectively mitigate the adverse consequences of cyberbullying on the
WhatsApp social media platform.When it comes to identifying instances of cyberbully-
ing onWhatsApp, two machine learning methods that show promise are Support Vector
Machine (SVM) and logistic regression. By doing remarkable analysis on text-based
data, these systems may identify material that might be hazardous or dangerous.

Modern natural language processing (NLP) methods might be the subject of future
studies that aim to improve these models’ performance. Using generative pre-trained
transformer (GPT) or transformer-based models (BERT) or recurrent neural networks
(RNNs) as an example of a deep learning architecture is one option. Computers’ abil-
ity to comprehend context, sarcasm, and subtle language is improved with the use of
intricate NLPmodels, leading to more precise cyberbullying detection. Additionally, the
model’s performance may be greatly improved by feature engineering. Additional fac-
tors derived from language patterns, user behavior, or message metadata might possibly
improve the detecting capabilities. Additionally, future study into identifying cyberbul-
lying on WhatsApp across various media forms should explore the use of multimodal
data, which includes text, images, and videos, for a more thorough analysis. Researching
real-time or dynamic models that can adjust to changing user behaviors and language
patterns can also be useful. It is crucial to use continuing learning techniques to contin-
uously update the model with fresh data, making sure it remains relevant and effective,
in order to fight new types of cyberbullying. In the end, the best way to understand
cyberbullying onWhatsApp and find solutions that work is for psychologists, social sci-
entists, and machine learning specialists to work together. People who use the internet,
especially on social media, have been subjected to more racist and otherwise unpleasant
information, as well as cyberbullying, in the last several years. Harassment in the form
of insulting, unpleasant, or abusive language is one manifestation of this sort of material.
Suicides and other bad social policy outcomes might result from the extreme physiolog-
ical and psychological stress this would cause among adolescents and younger children.
Consequently, it is critical to quickly, accurately, and intelligently detect and filter out
disturbing material that is posted online. This study has built a hierarchical framework
of machine learning algorithms according to the increasing computational complexity
to effectively detect the abusive and aggressive content.
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Abstract. The current industry focus is on the development of integrated secu-
rity systems for the upcoming generation of Cyber-Physical Systems (CPS). To
effectively tackle this challenge, researchers should shift their attention towards
understanding attack strategies. This study delves into recent literature, identi-
fying research gaps for future exploration. Within the context of the Internet of
Things (IoT), our investigation reveals the persistent threat of side-channel attacks
on CPS. Linking these attacks to contemporary technology, our research further
examines potential risks to CPS. We specifically explore the substantial impact
of Artificial Intelligence algorithms on side-channel analysis. Additionally, we
discuss hardware security measures aimed at safeguarding CPS from potential
side-channel attacks.

Keywords: Internet of Things · Artificial Intelligence · Cyber-physical systems ·
Side-channel attack · Side-channel Analysis · Hardware security

1 Introduction

The architecture of the Internet of Things (IoT) incorporates pivotal Cyber-Physical Sys-
tems (CPS). This CPS primarily tasked with facilitating message transmission [1]. IoT
plays amultifaceted role in CPS, encompassing data collection, connectivity, processing,
feedback, and scalability. By leveraging IoT technologies, CPS can achieve enhanced
functionality, efficiency, and adaptability, ultimately leading to improved performance
and outcomes in diverse applications.These IoT Cyber-Physical Systems employ chan-
nels for data transport to servers, exposing a potential high-risk scenario susceptible
to side-channel attacks. Cryptanalysis becomes a feasible threat within this data trans-
mission channel. Cyber-Physical Systems are susceptible to a spectrum of attacks, cat-
egorized as physical, logical, and network threats [2]. Implementing robust hardware
security measures proves instrumental in mitigating these diverse assaults.

Figure 1 illustrates the comprehensive investigative methodology employed in this
survey.
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Fig. 1. An In-Depth Study Approach

1.1 Contribution of This Paper

• This study highlights key ideas behind attacks on IoT Cyber-Physical Systems,
emphasizing the importance of hardware security design.

• It explores the pros and cons of deep learning and machine learning models for rank
estimation.

• The paper proposes a Secure Design Approach on hardware to prevent Side Channel
Attacks.

This research survey is carried out in the following order. Section 2 reviews the
mode of side-channel attack and side-channel analysis through various AI (Artificial
Intelligence) algorithms, Sect. 3 labels secure design, and Sect. 4 recommends future
directions, Sect. 5 concludes this paper.

2 Exploring Side Channel Attack Modes

2.1 Side Channel Attack Standard Evaluation Board

The SASEBO(Side Channel Attack Standard Evaluation Board) board which illustrated
in Fig. 2 provides researchers with a versatile and standardized framework to conduct
side-channel analysis and other pertinent investigations [3]. From a practical stand-
point, forthcoming inquiries in this field would benefit from its scalability, documenta-
tion, accessibility, and community support. The SASEBO board ensures scalability and
future-proofing for research endeavors through its capability to accommodate a wide
range of FPGAmodels and versions [4]. The SASEBOboard’s distinctive characteristics
listed in Table 1.
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Table 1. SASEBO Board Feature Matrix

SASEBO Versions Feature of FPGA Devices/Models

SASEBO Xilinx Virtex-II Pro devices/ xc2vp7 and xc2vp30 models

SASEBO-G Xilinx Virtex-II Pro FPGA devices

SASEBO-GII Xilinx Virtex-5 (XC5VLX30 or XC5VLX50) and Spartan-3A
(XC3S400A) models

SASEBO-GIII 28nm FPGA

SASEBO-B ALTERA FPGA version, equipped with Stratix II EP2S15 and
EP2S30 devices

SASEBO-R cryptographic LSI (Large Scale Integration) chip built using TSMC
28-nm CMOS library

SASEBO-W Xilinx FPGA device Spartan-6 (XC6S LX150) and an IC card socket

Fig. 2. Basic Overview of the SASEBO Board

A side-channel attack refers to a non-invasive method of attack, allowing it to be
executed without disrupting or unpackaging the IoT cyber-physical system. Table 2
presents various attack modes documented in current literature. This approach will be
applied across multiple generations of SASEBO boards.

2.2 Algorithmic Exploration and Evaluation of Side-Channel Analysis

AI learningmodels can enhance the efficiency, accuracy, and success rate of side-channel
analysis techniques. Additionally, they can assist in extracting valuable data from side-
channel leakages. In order to ensure the reliability and effectiveness of these models in
the context of side-channel analysis, it is imperative to meticulously construct, train, and
evaluate them.

Table 3 provides a comprehensive overview of the advantages and difficulties asso-
ciated with utilizing AI learning models for side channel investigation. The learning
model can identify and evaluate trends, variations, or similarities in the behavior of the
algorithm across several inputs or executions by including the Hamming weight and
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Table 2. Assorted Attack Modalities

Mode of Attack Report of attack

Frequency-based 
attack [5]

This can be performed with Personal Digital Assistance 

like mobile devices, routers, etc

Error
message Attack [6]

This attack was established by the addition of padding 

bits after encryption of the original message, which may 

be considered as an acknowledgment by a permitted user.

Pressure attack[7] A small sensor attached to a device generates a vibration 

signal when a permitted user applies his password on a 

device, this sensor informs a hacker about the password.

A mixture of 
side-channel 
attacks[8]

The attack with power analysis, time analysis, and 

photonic with electromagnetic analysis.

Timing Attack [9] This is done by gathering samples of the input and output 

of the device and interrelated with side-channel leakage 

information.

Power analysis 

attack [10]

This attack is performed by analyzing power traces.  

Simple power analysis attack: Direct analyses to 

obtain functionality of 

algorithm from the crypto device.

Differential power analysis attack: Device func-

tions can be achieved by taking more power 

trace analyses through vertical and horizontal 

data classification 

algorithms.  

Electromagnetic 
Attack [11]

Placing a coil closer to the chip under attack induces 

electromagnetic fields on the coil will be the attacker's 

side-channel information source.

(continued)



Securing Cyber-Physical Systems 17

Table 2. (continued)

Scan based Attack 
[12]

The attacker makes use of the scan chain infrastructure to 

alter or view the IC's internal states.

Cache based 

Attack [13]

There is a cache hit and cache miss in Central Processing 

Unit (CPU) while cache miss there is some delay of data 

lading from main memory to cache memory that can be 

observed by the attacker to perform an attack.

Acoustic Attack[14] Evasion sound produced by the machine can be observed 

for the attack.

Visible light 

Attack [15]

This attack can be performed in the light-built device, 

luminosity reflects ion observed and tried to get bathe 

original signal.

Photonic Attack[16] If transistors are in a saturation region, they will start 

discharging large photons, these attacks are performed 

on the backside of the Integrated Circuit (IC), shorter 

than the bandgap energy the silicon substrate has a high 

amount of captivation for wavelengths.

Fault Attacks [17] Permanent fault attack: This attack is performed 

by detaching data wires.

Transient fault attack: while device performance 

at definite places like power supply, signal gen-

erator attack can be made location accessing 

fault. This fault can be familiarized in a fixed lo-

cation like memory and registers faults in the 

timing process. Faults can be implanted during 

the specific timing of digital circuits.

Hamming distance as features. This might aid in recognizing and categorizing algo-
rithmic behaviors, finding anomalies, or differentiating between various processes or
data values. Figure 3 Suggests that the model provides insights into the workings of
cryptographic algorithms.
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Fig. 3. Side-channel attack reference point on crypto algorithm flow

3 Safety Architecture Methods

Early research proposed that the resolution for cryptographic functions lay in algorithmic
and mathematical architectures. However, contemporary security analytics methods for
safeguarding cyber-physical systems are built upon adaptive clustering techniques, data
mining, and physically unclonable functions.

In Fig. 4, hardware security is approached through four unique strategies and Table 4
shows each tailored to specific objectives and implementations by,

• Choose a low-complexity encryption algorithm for enhanced security.
• Incorporate physically unclonable functions to instill confidence in hardware.
• Bolster defenses against machine learning attacks through strategic obfuscation.
• Establish the hardware root of trust by rigorously validating design logic.
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Table 3. Advantages and difficulties of artificial intelligence learning models.

AI 
Algorithms

Learning 
model

Benefits Challenges

Machine 
Learning

[18,19,20,22
,27,28,29] 

Support 
Vector 
Machines

 Robustness 
to Noise

 Support for 
Non-linear 
classifica-
tion

 Ability to 
handle high-
dimensional 
data

 Lack 
interpretability

 Scalability in 
dealing with 
large traces

Random 
Forest

 Robustness 
to
overfitting

 Crucial param-
eter tuning

 Curse of 
dimensionality

K-Nearest 
Neighbors

 Adaptability 
to new data

 Non-
Parametric 
approach

 Choice of the 
number of 
nearest 
neighbors (k) is 
critical

Naïve Bayes  Provide in-
terpretable 
results

 Simplicity 
and speed

 Sensitivity to 
feature 
correlations

Convolutional 
Neural
Networks

 Automatic 
feature 
extraction

 Spatial and 
temporal 
relationship

 Prone to 
overfitting 

Recurrent 
Neural 
Networks

 Sequential 
modeling

 Memory 
retention

 Computational 
complexity

Autoencoders  Anomaly 
detection

 Determining 
reconstruction 
threshold

(continued)


