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Inter-layer Generalized Synchronization
for Fractional-Order Two-Layer Networks

Based on Auxiliary-System Method

Xiong Wang1(B) and Haibo Gu2

1 The School of Mathematics, Northwest University, Xi’an, China
xiongwang@nwu.edu.cn

2 The School of Automation Science and Electrical Engineering, Beihang University,
Beijing, China

Abstract. This paper focuses on investigating inter-layer generalized synchro-
nization for fractional-order two-layer networks, the two layers in which have
nonidentical node dynamics, different topologies, and unknown functional rela-
tionships. On the basis of the auxiliary-system method, an auxiliary system is
constructed, specifically, the auxiliary system and the response (bottom) layer
receive the same control inputs from the drive (top) layer. In addition, the adap-
tive controllers are designed to ensure the bottom layer and the auxiliary layer
to realize complete synchronization. The top layer achieves inter-layer general-
ized synchronization with the bottom layer simultaneously. Eventually, numerical
examples are conducted to verify the effectiveness of our established synchro-
nization method.

Keywords: fractional-order two-layer networks · generalized synchronization ·
auxiliary-system method

1 Introduction

As a powerful tool for explaining and analyzing the coordination phenomena in the real-
world systems, synchronization of complex networks have penetrated many scientific
fields such as social, engineering and biological [1]. Thus far, the existing research on
synchronization of complex networks mainly focus on integer-order networks [2–5].
However, many real phenomena have genetic and memory characteristics, which are
more accurately explained by fractional order dynamics, for instance, random diffusion,
viscoelastic materials, to name a few [6,7]. Thus, it is urgent to mine novel theoretical
frameworks and approaches for fractional-order networks.

Recently, scholars have mostly devoted themselves to investigating the synchroniza-
tion method of single-layer fractional-order complex networks [8–10]. Yet many real
industrial and social networks include multiple layers of connectivity. Ref. [11,12] stud-
ied synchronization and finite-time synchronization for fractional-order multi-weighted
networks. However, the above works did not take into account the coupling relation-
ship between different layers in multilayer networks. In 2020, Zhang et al. explored
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
Q. Wang et al. (Eds.): CCSICC 2023, LNEE 1205, pp. 1–10, 2024.
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intralayer and interlayer synchronization for fractional-order two-layer networks by
adjusting the coupling strengths [13]. Subsequently, Wu et al. investigated finite-time
synchronization of fractional-order two-layer and multilayer networks via sliding mode
and adaptive control, respectively [14,15]. In 2022, Luo et al. presented asymptotic
synchronization and finite-time synchronization methods for fractional-order multilayer
networks by designing adaptive and impulsive controllers [16].

It is worth noting that the aforementioned works primarily concentrated on complete
synchronization [11–13,15,16] or inter-layer projective synchronization [14]. These
works assumed that nodes in different layers of multilayer networks have exactly iden-
tical or proportional dynamics, even the designed controllers are usually complicated.
Nevertheless, in practical applications, as is known to all that nodes in different layers
always have different dynamics [17]. For instance, in communication-epidemic spread-
ing networks, two layers behave in diversely ways and have nonidentical node dynam-
ics. Therefore, it is crucial to design a simpler controller to realize synchronization for
two-layer networks with nonidentical node dynamics in different layers.

Motivated by the previous discussions, this article aims to investigate inter-
layer generalized synchronization for fractional-order two-layer networks. Consider-
ing nodes between two layers have nonidentical dynamics, different topologies, and
the unknown functional relationships, an auxiliary layer is constructed. And then,
some adaptive controllers are designed such that the auxiliary system and the bot-
tom layer of fractional-order two-layer networks reach complete outer synchronization.
As the auxiliary-system method [17], the top layer and the bottom layer realize inter-
layer generalized synchronization simultaneously. Our proposed method is simple and
effective.

2 Preliminaries

In this section, some necessary definitions, properties, and assumptions are introduced,
moreover, our model is constructed.

Definition 1 [6]. The fractional integral of a function ω(·) is defined by

t0I
α
t ω(t) =

1
Γ (α)

∫ t

t0

(t − s)α−1ω(s)ds,

where 0 ≤ t0 < t, α ∈ (0, 1), Γ (α) =
∫ ∞
0

tα−1e−tdt is the gamma function.

Definition 2 [6]. The Caputo fractional derivative for a function ω(·) is defined by

C
t0D

α
t ω(t) =

1
Γ (1 − α)

∫ t

t0

ω′(s)
(t − s)α

ds,

where 0 ≤ t0 < t, α ∈ (0, 1).

Property 1 [7]. If ω(t) ∈ C1[t0,+∞) and 0 < α ≤ 1, then

t0I
α
t

C
t0D

α
t ω(t) = ω(t) − ω(t0).
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Property 2 [7]. If ω(t) ∈ C1[t0,+∞), then for t > t0

C
t0D

α
t ||ω(t)||1 ≤ sgn(ω(t))Ct0D

α
t ω(t),

C
t0D

α
t ω2(t) ≤ 2ω(t)Ct0D

α
t ω(t),

where sgn(·) be the symbolic function.

Fig. 1. The schematic diagram of our methods.

Consider a class of unidirectionally coupled fractional-order two-layer networks
which consists of N nodes in each layer. The nodes are one-to-one correspondence in
the two-layer networks as depicted in Fig. 1, with the node dynamics (i = 1, 2, ..., N )
be described as

C
t0D

α
t xi(t) = fi(t, xi(t)) + c1

N∑
j=1

aijH1xj(t), (1)

C
t0D

α
t yi(t) = gi(t, yi(t)) + c2

N∑
j=1

bijH2yj(t) + ui(xi(t), yi(t)), (2)

In which, system (1) is the network dynamics of the top network (layer), we take it
as the drive layer. And system (2) describes that of the bottom layer, which is regarded
as the response layer. xi(t) ∈ R

n and yi(t) ∈ R
n are the node states of the ith node at

time t (t ≥ t0) in the drive (top) network and response (bottom) network, respectively.
fi, gi ∈ R

n are nonlinear functions. H1, H2 ∈ R
n×n and c1, c2 are inner-coupling

matrices and coupling strengths of the drive (top) network and response (bottom) net-
work, respectively. A = (aij)N×N and B = (bij)N×N ∈ R

N×N are outer-coupling
matrices of the drive (top) network and response (bottom) network, respectively, which
are given as follows: if there exists a link from jth node to i (i �= j)th node in the drive
network (the response network), then aij �= 0 (bij �= 0), or else, aij = 0 (bij = 0),
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and aii = −∑N
j=1,j �=i aij (bii = −∑N

j=1,j �=i bij). ui(xi(t), yi(t)) denotes the control
input from the drive network (the top layer) to the response network (the bottom layer).

In order to realize inter-layer generalized synchronization between the response net-
work (the bottom layer) (2) and the drive network (the top layer) (1), according to the
auxiliary-system method, an auxiliary system which is similar as the response network
(the bottom layer) is constructed as follows

C
t0D

α
t zi(t) = gi(t, zi(t)) + c2

N∑
j=1

bijH2zj(t) + ui(xi(t), zi(t)), (3)

where zi(t) ∈ R
n is the ith node’s state. ui(xi(t), zi(t)) be the control input which has

the similar form as that of ui(xi(t), yi(t)).

Assumption 1. For any θ(t), ϑ(t) ∈ R
n, the nonlinear functions gi(t, ·) (i =

1, 2, ..., N) satisfy

||gi(t, θ(t)) − gi(t, ϑ(t))||1 ≤ αi||θ(t) − ϑ(t)||1,

where αi (i = 1, 2, ..., N) be some positive constants.

Define the error systems for node i between the response network (the bottom layer)
(2) and the auxiliary system (3) by

ei(t) = yi(t) − zi(t), i = 1, 2, ..., N. (4)

Remark 1. Note that the auxiliary-systemmethod is a technique to monitor the synchro-
nized motions between the response network and the drive network via constructing an
auxiliary system. This auxiliary system also receives signals from the drive layer in one
direction as the response network. It is said generalized synchronization between the
response network and the drive network occurs if the auxiliary system achieve com-
plete outer synchronization with the response network.

As the auxiliary-system method illustrated by Fig. 1, in this paper, we construct
an auxiliary system that has identical node dynamics and topologies with the response
(bottom) network, and receives control inputs from the drive (top) network in one direc-
tion as the response (bottom) network. When the auxiliary system (3) and the response
(bottom) layer (2) reach complete outer synchronization, the drive network (the top
layer) (1) and the response network (the bottom layer) (2) achieve generalized synchro-
nization simultaneously.

3 Inter-layer Generalized Synchronization for Fractional-Order
Two-Layer Networks

In this section, inter-layer generalized synchronization method for fractional-order two-
layer networks are exhibited.
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Theorem 1. Suppose Assumption 1 holds, if

λ := min
1≤i≤N

{ϕ∗
i − αi − c2

N∑
j=1

|bji|||H2||1} > 0, (5)

then the drive (top) layer (1) achieves inter-layer generalized synchronization with the
response (bottom) layer (2) via the following adaptive controllers

ui(xi(t), yi(t)) = − ϕi(t)(yi(t) − xi(t)),
ui(xi(t), zi(t)) = − ϕi(t)(zi(t) − xi(t)),

C
t0D

α
t ϕi(t) =κi||ei(t)||1, i = 1, 2, ..., N,

(6)

where κi be a arbitrary positive constant while ϕ∗
i be a positive constant to be deter-

mined.

Proof. According to the definition of errors (4) and the designed adaptive controllers
(6), the error systems can be written by

C
t0D

α
t ei(t) =C

t0D
α
t yi(t) −C

t0 Dα
t zi(t)

= gi(t, yi(t)) − gi(t, zi(t)) + c2

N∑
j=1

bijH2ej(t) − ϕi(t)ei(t),

i =1, 2, ..., N.

(7)

The following Lyapunov function is considered

V (t) =
N∑

k=1

||ek(t)||1 +
N∑

k=1

1
2κk

(ϕk(t) − ϕ∗
k)

2. (8)

Calculate the Caputo fractional-order derivatives for V (t) along with solutions of
the error systems (7), one gets

C
t0Dα

t V (t)

=

N∑

k=1

C
t0Dα

t ||ek(t)||1 +
N∑

k=1

1

2κk

C
t0Dα

t (ϕk(t) − ϕ∗
k)

2

≤
N∑

k=1

sgnT(ek(t))
C
t0Dα

t ek(t) +
N∑

k=1

1

κk
(ϕk(t) − ϕ∗

k)
C
t0Dα

t ϕk(t)

=
N∑

k=1

sgnT(ek(t))
C
t0Dα

t ek(t) +
N∑

k=1

(ϕk(t) − ϕ∗
k)||ek(t)||1

=

N∑

k=1

sgnT(ek(t))

(
gk(t, yk(t)) − gk(t, zk(t)) + c2

N∑

j=1

bkjH2ej(t) − ϕk(t)ek(t)

)

+
N∑

k=1

(ϕk(t) − ϕ∗
k)||ek(t)||1

=

N∑

k=1

(
sgnT(ek(t))

(
gk(t, yk(t)) − gk(t, zk(t)) + c2

N∑

j=1

bkjH2ej(t)
) − ϕ∗

k||ek(t)||1
)

.
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Recall Assumption 1 and Property 2, one has

N∑
k=1

sgnT(ek(t))
(

gk(t, yk(t)) − gk(t, zk(t))
)

=
N∑

k=1

n∑
l=1

sgn(ekl(t))
(

gkl(t, yk(t)) − gkl(t, zk(t))
)

≤
N∑

k=1

n∑
l=1

|sgn(ekl(t))||gkl(t, yk(t)) − gkl(t, zk(t))|

≤
N∑

k=1

n∑
l=1

|gkl(t, yk(t)) − gkl(t, zk(t))|

=
N∑

k=1

||gk(t, yk(t)) − gk(t, zk(t))||1

≤
N∑

k=1

αk||ek(t)||1,

(9)

and

N∑
k=1

sgnT(ek(t))
N∑

j=1

bkjH2ej(t)

=
N∑

k=1

bkkH2||ek(t)||1 +
N∑

k=1

N∑
j=1,j �=k

sgnT(ek(t))bkjH2ej(t)

=
N∑

k=1

bkkH2||ek(t)||1 +
N∑

j=1

N∑
k=1,j �=k

sgnT(ej(t))bjkH2ek(t)

≤
N∑

k=1

bkkH2||ek(t)||1 +
N∑

j=1

N∑
k=1,j �=k

|bjk|
n∑

p=1

n∑
q=1

|Hpq
2 ||ekq|

≤
N∑

k=1

bkkH2||ek(t)||1 +
N∑

j=1

N∑
k=1,j �=k

|bjk| max
1≤q≤n

( n∑
p=1

|Hpq
2 |

) n∑
q=1

|ekq(t)|

=
N∑

k=1

bkkH2||ek(t)||1 +
N∑

j=1

N∑
k=1,j �=k

|bjk|||H2||1||ek(t)||1

≤
N∑

k=1

N∑
j=1

|bjk|||H2||1||ek(t)||1.

(10)
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Together with inequalities (5), (9), and (10), which can be demonstrated that

C
t0D

α
t V (t) ≤

N∑
k=1

(
αk + c2

N∑
j=1

|bjk|||H2||1 − ϕ∗
k

)
||ek(t)||1

= −
N∑

k=1

(
ϕ∗

k − αk − c2

N∑
j=1

|bjk|||H2||1
)

||ek(t)||1

≤ − λ

N∑
k=1

||ek(t)||1.

(11)

Let W (t) =
∑N

i=1 ||ei(t)||1 > 0, which yields that C
t0D

α
t V (t) ≤ −λW (t). Accord-

ing to Definition 1 and Property 1, one can deduce that

V (t) − V (t0) ≤ 1
Γ (α)

∫ t

t0

(t − s)α−1
( − λW (s)

)
ds ≤ 0.

It indicates that V (t) is bounded. Form the definition of V (t) in (8), ei(t), ϕi(t), and
W (t) are bounded on t > t0 ≥ 0. According to error system (7), C

t0D
α
t ei(t) is bounded.

In the following, the contradiction method will be adopted to prove
limt→+∞ W (t) = 0. Otherwise, assume that limt→+∞ W (t) = β > 0.

For ∀ ε > 0, ∃ t∗, ∀ t > t∗, one gets

|W (t) − β| < ε,

when ε = β/2, one has

0 <
β

2
< W (t) <

3β
2

, ∀ t > t∗. (12)

Therefore, one obtains

V (t) − V (t0) = t0Iα
t

C
t0Dα

t V (t)

=
1

Γ (α)

∫ t

t0

(t − s)α−1C
t0Dα

t V (t)ds

=
1

Γ (α)

( ∫ t

t∗
(t − s)α−1C

t0Dα
t V (s)ds +

∫ t∗

t0

(t − s)α−1C
t0Dα

t V (s)ds

)
,

due to C
t0D

α
t V (s) ≤ 0, then one obtains

V (t) − V (t0) ≤ 1
Γ (α)

∫ t

t∗
(t − s)α−1C

t0D
α
t V (s)ds

≤ 1
Γ (α)

∫ t

t∗
(t − s)α−1

( − λW (s)
)
ds

< − λβ

2Γ (α)

∫ t

t∗
(t − s)α−1ds

= − λβ

2Γ (α + 1)
(t − t∗)α,
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which reveals that limt→+∞ V (t) < −∞, it contradicts with the fact V (t) ≥ 0.
Therefore, limt→+∞ W (t) = 0, which implies that the response (bottom) layer (2)
reaches complete outer synchronization with the auxiliary layer (3). Consequently, the
drive network (the top layer) (1) and the response network (the bottom layer) (2) realize
generalized synchronization. This completes the proof. 	


4 Numerical Examples

In this section, examples are presented to demonstrate the effectiveness of our estab-
lished generalized synchronization method. Consider the following chaotic system

fi(t, xi(t)) =

⎛
⎜⎜⎝

(25δ + 10)(xi2 − xi1)
(28 − 35δ)xi1 − xi1xi3 + (29δ − 1)xi2

xi1xi2 − δ + 8
3

xi3

⎞
⎟⎟⎠ , (13)

where θ ∈ [0, 1]. When δ = 1, the system is the Chen system, regard it as the node
dynamic system of the drive network (the top layer). When δ = 0, it is the Lorenz
system, take it as node dynamic system of the response (bottom) network and auxiliary
system. Thus, Assumption 1 holds. Set fractional-order α = 0.98, coupling strengths
c1 = c2 = 0.1, inner-coupling matrices H1 = H2 = I3. The two-layer networks
consists of N = 6 nodes in each layer, the topology structure is illustrated by Fig. 1,
is given as the testing network. That is, the outer-coupling matrices of the drive (top)
network and response (bottom) network are

A =

⎛
⎜⎜⎜⎜⎜⎜⎝

−3 1 1 0 1 0
1 −1 0 0 0 0
1 0 −1 0 0 0
0 0 0 −2 1 1
1 0 0 1 −3 1
0 0 0 1 1 −2

⎞
⎟⎟⎟⎟⎟⎟⎠

,

B =

⎛
⎜⎜⎜⎜⎜⎜⎝

−3 1 0 0 1 1
1 −2 1 0 0 0
0 1 −2 1 0 0
0 0 1 −2 1 0
1 0 0 1 −2 0
1 0 0 0 0 −1

⎞
⎟⎟⎟⎟⎟⎟⎠

.

Figure 2 shows the complete synchronization errors between the response network
(the bottom layer) and the auxiliary system, which quickly tends to zeros. It indicates
that the drive (top) network (layer) reaches inter-layer generalized synchronization with
the response (bottom) network via the designed adaptive controllers (6). Thus, simula-
tion results match the established generalized synchronization method in Theorem 1
perfectly, it is effective.
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Fig. 2. Synchronization errors between the response (bottom) layer and the auxiliary system.

5 Conclusion

In this paper, inter-layer generalized synchronization for fractional-order two-layer net-
works has been investigated based on the auxiliary-system method. An auxiliary layer
has been constructed and some adaptive controllers have been designed such that the
response (bottom) network (layer) realizes complete outer synchronization with the
auxiliary system. And the drive (top) network achieves inter-layer generalized syn-
chronization with the response (bottom) network simultaneously. In addition, the effec-
tiveness of our established generalized synchronization method has been illustrated by
numerical examples.
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Phase Transition at Small-Medium Scales
Vicsek Model Based on Eigen Microstate

Method
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Abstract. Vicsek Model is widely recognized as one of the classic mod-
els for studying flocking problems. The presence of discontinuous phase
transitions in the Vicsek Model under vector noise has been widely recog-
nized, while there is no accepted consensus on whether the Vicsek Model
under scalar noise has discontinuous phase transitions until now. The
Eigen Microstate method has been applied to study complex systems
such as natural climate, and it is suitable for studying both equilibrium
systems and non equilibrium systems. The method of Eigen Microstate is
used in this article to study the phase transition of the Vicsek model with
scalar noise at small and medium-sized scales, and concludes that the
standard Vicsek model has discontinuous phase transitions. And quan-
titative analysis was conducted to calculate the critical point of phase
transition in the standard Vicsek model, and the relationship between
the critical point and cluster density was summarized.

Keywords: Vicsek Model · discontinuous phase transition · The
method of Eigen Microstate

1 Introduction

Flocking phenomena can be seen everywhere in nature. Flocking phenomenon
refers to the phenomenon of living or inanimate individuals gathering together,
such as a flocking of bacteria [1], a shoal of fish [2,3], a flock of birds [4,5], even
lifeless molecules and galaxies [6,7]. Unmanned aerial vehicle flocking and robot
flocking developed from flocking phenomena are being extensively studied, and
these flockings have great application value in agriculture, military, and other
fields. The consistency theory of flocking is one of the most important theories
supporting the collaborative control of unmanned aerial vehicle flocking, and the
phase transition problem of clusters from disordered state to ordered state is of
great significance for the research of unmanned aerial vehicle flocking control
problems.

For the flocking phenomenon in nature, many models have been proposed
to simulate this phenomenon. The earliest cluster model was the Boid model,
three rules for flocking model was proposed in this model [8]. Vicsek Model
was proposed on this basis in 1995 [9]. Subsequently, CuckerSmale model was
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
Q. Wang et al. (Eds.): CCSICC 2023, LNEE 1205, pp. 11–21, 2024.
https://doi.org/10.1007/978-981-97-3328-6_2
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proposed based on Vicsek model [10,11]. They think that particles in the Vicsek
model are only influenced by other particles in the velocity direction, and the
magnitude of velocity is too idealized to be a constant. So improvements have
made to this problem.

Through numerical simulations that interactions between individuals can
lead to a new phase transition from disordered to ordered phases in [9], known as
dynamic phase transition. As the simplest, most classic, and most widely used
model, the Vicsek model has been extensively studied for its transition from
disordered to ordered states with noise [12–15]. However, there is still some con-
troversy regarding the critical value of the phase transition from an disordered
state to an ordered state, and many scholars have conducted further research on
its phase transition. The conclusion that the Vicsek model under the influence
of vector noise has discontinuous phase transitions has been widely recognized
[16–18], while whether the Vicsek model under scalar noise has discontinuous
phase transitions has not yet been determined. Chate et al. [16] believe that the
phase transition process of noise in the classical Vicsek model is discontinuous,
whether it is vector noise or scalar noise. Meanwhile significant fluctuations in
particle density under periodic boundary conditions was observed in this article.

Phase transition problems first appeared in the study of chemical system
problems, which can be divided into discontinuous phase transition and continu-
ous phase transition, also known as first order phase transition and Second order
phase transition. Subsequently, the phase transition problem was introduced into
the fields of mathematics and physics to reflect the characteristics of the sys-
tem in two-phase or two-state transition. Classification of phase transition types
based on whether their related order parameters undergo mutations with the
change of relevant parameters. The probability histogram of order parameter
occurrence, Binder increment method [19] is usually used to distinguish phase
transition types.

Eigen microstate is a method for studying complex systems, which has been
successfully applied in fields such as global meteorological forecasting and stock
forecasting. This method takes into account the density distribution of particles
and provides a more detailed description of the state of the cluster. In recent
years, the fast developing eigen microstate method has been successfully applied
to the study of ferromagnetic phase transition of the equilibrium Ising model
[20]. It has been proven that the eigen microstate method can uniformly study
the critical behavior of equilibrium and non equilibrium complex systems. Li et
al. [21] applied the eigen microstate method to the Vicsek model and found dis-
continuous transitions in density and continuous transitions in velocity using the
finite size scaling form of order parameters in the Vicsek model. Compared to the
order parameters in the traditional Vicsek model, the eigen microstate method
takes into account the fluctuation of particle density in the system, and its order
parameters reflect the internal situation of the system more comprehensively.
However, this study only focused on the larger scale Vicsek model, and there is
no discussion on the phase transition problem of small and medium-sized Vicsek
models. Moreover, the Vicsek model in its system is not the classic Vicsek model
in reference [9].
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The method of Eigen Microstate is used in this article to determine the
types of phase transitions that occur in small to medium-sized Vicsek models,
as scalar noise values change in the classic Vicsek model. Due to changes in noise,
the transition of the Vicsek model from disorder to order is a phase transition
problem. Whether the Vicsek model experiences discontinuity is determined by
whether their order parameters undergo a sudden change. Vicsek model under
the influence of vector noise has discontinuous phase transitions has been widely
recognized, So the noise in the model in this article is scalar noise.

The organizational structure of this article is as follows: the second part
of the article introduces eigen microstate method, the classic Vicsek model and
experimental design is introduced in the third part, the results of the experiment
and analyzes the experimental results is displayed in the fourth part, and the
fifth part is the conclusion of this article.

2 Models

2.1 Standard Vicsek Model

The basic rules of the Vicsek model are as follows:
The initial velocity and position of particles are randomly distributed under

two-dimensional periodic boundary conditions, and all particles in the system
have a constant velocity v0. There exists a mutual influence radius r. For any pair
of particles in the system, only when the linear distance between two particles
is less than r, can they have mutual influence. The direction of motion of a
particle at each moment is the same as the average direction of motion of all
other particles within its radius of influence at that moment.

The position of the particle at the next moment is represented as:

xi(t + Δt) = xi(t) + vi(t + Δt)Δt (1)

where xi(t) represents the position of particle i at time t, Δt = 1set the value
of the constant velocity v to 0.3, The velocity of particle motion at the next
moment vi(t + 1)’s direction can be represented as:

θi(t + Δt) = 〈θi(t)〉r + ηξi(t) (2)

where θi(t) is a value that follow a uniform distribution in the range of
[−1/2, 1/2], η ∈ [0, 2π], it indicates the magnitude of noise, namely the strength
of the impact of non cluster individuals on the individual. So ηξi(t) represents
the angle at which particle i shifts at time t. Therein 〈θi(t)〉r represents the aver-
age velocity direction of all neighbors of particle i (distance less than interaction
radius r.

And the order parameter P is specified to indicate the degree of consistency
in the particle velocity direction in the system:

P =
1
N

N∑

i=1

vi(t) (3)
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P represents the degree of consistency of particles in the flocking, used to deter-
mine whether the system is in a state of overall directional movement, with a
range of [0, 1]. P = 0 indicates that the particles are in a completely disordered
random state, while P = 1 indicates that all particles have the same velocity
direction. N represents the number of particles in the flocking. The order param-
eter is the most commonly used to measure the degree of flocking consistency.

Fig. 1. The relationship between order parameters, density, and population size, (a)
when ρ = 1 the trend of the order parameter P with scalar noise and population size.
(b) when ρ = 2 the trend of the order parameter P with scalar noise and population
size.

Figure 1 depicts the variation of the order parameter P with noise and pop-
ulation size at different densities, where N = L × L × ρ. L is the length of
the periodic boundary. As shown in Fig. 1, the order parameters of the flocking
gradually increase with the decrease of noise, and the flocking undergoes a phase
transition from disorder to order. The consistency of the velocity direction of the
flocking decreases with the increase of number of particles, which is consistent
with the conclusion in the original text of the Vicsek model [9]. However, the
order parameter only considers the consistency of particle velocity in the flocking
and cannot reflect the distribution and density fluctuations of particles. How-
ever Chate et al. [16] think that the discontinuous phase transition in the Vicsek
model is precisely caused by density fluctuations.

The value of σI in method of eigen microstate can reflect both the aggregation
of particles and the density fluctuations of particles in the systems. Compared to
the traditional method of using the average velocity P of particles as the order
parameter, it provides a more comprehensive reflection of the system’s phase
transition situation.

2.2 The Method of Eigen Microstates [21]

For the equal Vicsek model, the system consists of N particles, each particle
have M microstates, si(t) represent the microstate of particle i at time t, S(t)
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indicates the state of the entire system at time t, its specific representation is as
follows:

Si(t) =

⎡

⎢⎢⎢⎣

s1(t)
s2(t)

...
sn(t)

⎤

⎥⎥⎥⎦ (4)

where,

si(t) =

⎡

⎣
cos θi(t)
sin θi(t)
δni

(t)

⎤

⎦ (5)

θi(t) represents the angle of the velocity of particle i at time t, δni
(t) =

(ni(t) − n)/n, the parameter reflects the distribution of neighboring particles
around particle i at time t, the smaller of the δni

(t), the closer the distribution
of particle i at time t is to that of the global particles. Where

n =
1

MN

M∑

t=1

N∑

i=1

|ni(t)| (6)

vi(t) represents the angle of the velocity of particle i at time t, ni(t) indicates
the density of particles around particle i at time t. Where ni(t) = Ni(t)/2r2,
Ni(t) indicates the number of particles in a lattice with a side length of 2r,
centered around the position of particle i at time t. r represents the interaction
distance between particles that affects each other. In the classic Vicsek model,
r is usually set to 1, so in this system, set r = 1.

Ai(t) =
si(t)√

C0

(7)

where, C0 =
∑M

t=1

∑N
i=1 vi(t)

2, represents the sum of squares of all elements
in matrix A, si(t) is the element of the matrix si (t), matrix A is 3N × M -
dimensional matrix:

C = AT · A (8)

K = A · AT (9)

Matrix C and matrix K is M ×M -dimensional matrix and 3N ×3N -dimensional
matrix respectively. With the eigenvectors of C and K, two unitary matrices V
and U can be formed as follows:

V =
[
v1 v2 · · · vM

]
(10)

U =
[
u1 u2 · · · uNT

]
(11)
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Matrix V and matrix U are matrices formed by arranging the eigenvalues of
matrix C and matrix K in descending order, and then arranging the eigenvec-
tors in the order corresponding to the eigenvalues. Based on the singular value
decomposition (SVD) set matrix A, matrix A can be decomposed into:

A = U · Σ · V T (12)

ΣIJ =

{
σI , I = J ≤ r

0, otherwise
(13)

where, r = min(M, 3N). ΣIJ is a diagonal matrix,
∑r

I=1 σ2
I = 1, the sum of

squares of elements on diagonal lines is 1, and the value of elements on non
diagonal lines is 0, WE

I = σ2
I , which represents the probability of microstate uI ,

whenM → ∞ and N → ∞. If all probability amplitudes σI tend to 0 it indicates
that the system is in a completely disordered state. If there is a probability state
σI with a non-zero value, it indicates that there is an aggregation with the eigen
microstate uI in the system.

3 Experiment and Result

In order to make the results more accurate, when iterating the Vicsek model, the
first 10000 iterations were ignored to ensure that the model had reached a stable
state. To avoid continuous sampling causing high similarity between samples in
adjacent time steps, this experiment conducted a sampling every 50 iterations
after the system reached a stable state, with a total of 10000 samples sampled.

Fig. 2. At a small-medium scale and when ρ = 1, N = 64 (L = 23), the values of the
first four largest eigen microstates.

Figure 2 represents when ρ = 1, the values of the top four eigen microstates in
the small-medium scale Vicsek model, when M → ∞, W 4

I → 0. So it can be con-
cluded that under this condition, the system exhibits three aggregations similar
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Fig. 3. When ρ = 1, the value of WE
1 with different system size and the critical value

of phase transition for this order parameter. (a) the value of WE
1 with different system

size. (b) When ρ = 1, the critical value of WE
1 phase transition.

to the eigen microstate, and the Vicsek model exhibits three phase transitions.
This article utilizes the conclusions obtained in reference [22] to determine the
critical value and type of phase transition. For formulas:

σI(η, L) = L(−β/v)fI(hL1/v) (14)

When β = 0, it was shown that under this noise, the value of the order
parameter does not change with the change of population size in this experiment,
thus it indicates that a discontinuous phase transition occurred at this phase
transition point. When β > 0, it indicates that no discontinuous phase transition
has occurred at that point (Fig. 3).

When this conclusion is applied to the method of eigen microstate in the
Vicsek model, formula (14) can be rewritten as [21]

ln WE
1 (η, L) = −2β/v ln L + 2 ln fI(hL1/v) (15)

As shown in Fig. 4, it represents at a small-medium scale, and when ρ = 1,
WE

2 , WE
3 under different population sizes do not exist a value of η make the

value of β = 0 in formulation (15). Therefore WE
2 and WE

3 are continuous phase
transitions.

Figure 5 shows that at a small-medium scale, and ρ = 2, N = 128, (L = 23),
the values of the first four largest eigen microstates. As shown in Fig. 6(a), the
maximum eigenvalues WE

1 at different population sizes at a small scale with
density of 2. As shown in Fig. 6(b), at a big scale with the density of 2, η1c = 3.91
it means when η = η1c, β = 0.

This means that the system has the same WE
1 value with different population

sizes. So, it can be concluded that it is a discontinuous phase transition at this
point. Therefore, it can be inferred that in the small-scale Vicsek model, there
are discontinuous phase transitions with finite size effects, and the critical noise
value increases with increasing density.
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Fig. 4. At a small-medium scale and when ρ = 1, the variation of WE
2 , WE

3 with noise
under different population sizes. (a) Changes of WE

2 with noise at different scales.
(b) Changes of WE

3 with noise at different scales.

Fig. 5. At a small-medium scale and when ρ = 2, N = 128 (L = 23), the values of the
first four largest eigen microstates.

Fig. 6. When ρ = 1 the value of WE
1 with different system size and the critical value

of phase transition for this order parameter. (a) the value of WE
1 with different system

size. (b) when ρ = 1 the critical value of WE
1 phase transition.



Hamiltonian Mechanics 19

Fig. 7. At a small-medium scale and when ρ = 2, the variation of WE
2 , WE

3 with noise
under different population sizes. (a) Changes of WE

2 with noise at different scales. (b)
Changes of WE

3 with noise at different scales.

Comparing WE
2 and WE

3 under different flocking sizes, as shown in Figs. 4,
7, it can be seen that as the flocking size increases, WE

2 and WE
3 gradually

decrease. Therefore, under any condition, with the change of noise η there is
not a value of η to make β = 0. The phase transition they represent are both
continuous phase transition.

4 Conclusion

The method of eigen microstate is used in this article to study the phase transi-
tion of the classical Vicsek model, and draw a conclusion: In the classic Vicsek
model, three Bose Einstein aggregates occurred, with the same type of phase
transition in both large-scale and small-medium scale Vicsek models, where dis-
continuous phase transitions exist. The critical value of discontinuous phase tran-
sitions increases with increasing noise, and the critical value is independent of
the flocking size. Strong evidence for the viewpoint of discontinuous phase tran-
sitions in the Vicsek model in this article. However, it did not discuss the reasons
for the phase transition in this article, and did not validate the Vicsek model
under vector noise using the eigen microstate method. This will be our future
work.
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