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The ability to process temporal information in the scale of hundreds of mil-
liseconds to seconds is critical for a wide range of behaviors, from collision 
avoidance and target interception—present since the invertebrates—to highly 
complex behaviors such as language and music. In the second edition of the 
book Neurobiology of Interval Timing, we compile the newest and most 
exciting research in the brain sciences of timing. We gave special emphasis to 
the neural underpinnings of temporal processing in behaving human and non- 
human primates, as well as in rodents. Thus, the new edition of Neurobiology 
of Interval Timing integrates the thrilling and revealing developments on the 
psychophysics of time and timing neurophysiology, as well as fascinating 
modelling efforts to understand the clocks of the brain across a wide variety 
of behaviors, including perception and production of single intervals and 
rhythms in music and language. It is our sincere opinion that this constitutes 
an excellent book for graduate programs in neuroscience.

Querétaro, Mexico Hugo Merchant
  Victor de Lafuente  

Preface
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A Second Introduction 
to the Neurobiology of Interval 
Timing

Hugo Merchant and Victor de Lafuente

Abstract

Time is a critical variable that organisms must be 
able to measure in order to survive in a con-
stantly changing environment. Initially, this 
paper describes the myriad of contexts where 
time is estimated or predicted and suggests that 
timing is not a single process and probably 
depends on a set of different neural mechanisms. 
Consistent with this hypothesis, the explosion of 
neurophysiological and imaging studies in the 
last 10 years suggests that different brain circuits 
and neural mechanisms are involved in the abil-
ity to tell and use time to control behavior across 
contexts. Then, we develop a conceptual frame-
work that defines time as a family of different 
phenomena and propose a taxonomy with sen-
sory, perceptual, motor, and sensorimotor timing 
as the pillars of temporal processing in the range 
of hundreds of milliseconds.

Keywords

Time perception · Sensory timing · Motor 
timing · Timing models

 What Is Timing?

Timing is the tracking or planning of events that 
are constantly changing. “Time refers to the con-
tinued sequence of happenings that occur in 
apparently irreversible succession from the past, 
through present, and into the future” (Wikipedia). 
Organisms have developed different mechanisms 
to quantify the time between successive events, 
which could span ten orders of magnitude. The 
microseconds scale (10−4  s) is the scenario for 
binaural hearing and echolocation, engaging the 
auditory system to determine the spatial origin of 
sounds and objects (Joris & van der Heijden, 
2019; Schnupp & Carr, 2009; Jeffress, 1948; 
O’Neill & Suga, 1979). At the other end, circa-
dian timing (105 s) organizes all the fundamental 
body functions within 24-h oscillations. We now 
know that the master clock for this circadian tim-
ing is the hypothalamic suprachiasmatic nucleus, 
which synchronizes the internal time with the 
external light–dark cycle, entraining the overall 
rhythmicity of a wide variety of peripheral clocks 
in the organism (Hastings et al., 2018), as well as 
the wake–sleep cycle in the brain (Drucker-Colín 
& Merchant-Nancy, 1996). Between very fast 
and the very slow bordering scales, we have the 
scale that spans hundreds of milliseconds 
(10−2–101  s), seconds, and minutes (101–102  s). 
Timing within the seconds-and-minutes scales 
relies on conscious and cognitive control and is 
the context in which behavior is mapped onto the 
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external world. This timing range is related to 
foraging (Henderson et al., 2006), decision mak-
ing (Brody et al., 2003), sequential motor perfor-
mance (Bortoletto et  al., 2011), as well as 
multiple-step arithmetic (Sohn & Carlson, 2003), 
and associative conditioning (Gallistel & Gibbon, 
2000). In addition, temporal processing within 
the seconds-to-minutes scale is highly influenced 
by other processes, such as attention and mem-
ory, which interact with the mechanism of a 
 presumed internal clock (Lewis & Miall, 2003). 
On the other hand, timing in the hundreds of mil-
liseconds is crucial for behaviors such as object 
interception and collision avoidance, which we 
know are present since the invertebrates 
(Merchant & Georgopoulos, 2006; Merchant 
et al., 2001, 2003; 2009; 2004a, 2004b). Complex 
human behaviors such as speech perception and 
articulation, and the execution and appreciation 
of music and dance also develop in the 
millisecond- to-second scale (Kotz & Schwartze, 
2010; Poeppel & Assaneo, 2020; Merchant et al., 
2015a; Lenc et al., 2021). Motion processing in 
the visual and tactile modalities, as well as the 
coordination of fine movements occurs also in 
this time range (Merchant et  al., 1997, 2001; 
Romo et  al., 1995, 1996; Georgopoulos et  al., 
2007; Narselaris et al., 2006).

In trying to define time, we often include two 
critical processes: (Joris & van der Heijden, 
2019) tracking events that change with time, and 
(Schnupp & Carr, 2009) predicting the occur-
rence of future events. Tracking events rely on 
the quantification of the elapsed time that has 
spanned since a relevant sensory or motor event 
and is critical to perceive the length of an inter-
val. It is also critical to make decisions about the 
length of a stimulus in tasks that demand catego-
rization, discrimination, or identification of a 
duration based on a cognitive rule (Merchant 
et al., 2013a). Predicting the occurrence of future 
events relies on the quantification of the remain-
ing time that we must wait before an expected 
event. We know that the ability to predict future 
events is intrinsically linked to time intervals that 
had been learned through trial and error 
(Merchant & Yarrow, 2016). As we review in the 

section on the taxonomy of timing, recent neuro-
physiological and imaging studies support the 
notion that tracking elapsed time (how long) and 
anticipating a future event (when) might rely on 
different neuronal mechanisms and possibly dif-
ferent brain areas.

The perception and production of time in the 
hundreds of milliseconds is crucially related to a 
large repertoire of behaviors, it can be triggered 
or guided by different sensory modalities, spe-
cially audition, vision, and touch, and it can be 
expressed through a variety of effectors using the 
skeletomotor, oculomotor, and laryngeal systems 
(Fig.  1) (Merchant et  al., 2013a; Merchant & 
Yarrow, 2016; Merchant & Bartolo, 2018). It is 
important to note that time intervals can be pro-
duced or estimated just once (called interval 
based timing), and they can also be generated in 
sequences of nonrhythmic intervals, or in 
sequences of periodic musical stimuli that pos-
sess a metric structure (called beat-based timing) 
(Fig.  1) (Merchant et  al., 2015a; Lenc et  al., 
2021). Furthermore, some behaviors require an 
explicit representation of time intervals such as 
when tapping to a rhythm, while in other behav-
iors timing is carried covertly (or implicitly) such 
as when we draw, where timing is an emergent 
property of the produced hand trajectory 
(Merchant et al., 2008a; Zelaznik et al., 2002).

Timing can be performed in synchrony with 
periodic external events, as in the case of music 
played by an ensemble, or internally like in the 
case of a soloist (Repp & Su, 2013; Merchant 
et al., 2008b; Wing, 2002). Another property of 
the sensory input that we know modulate timing 
performance is whether the intervals are filled or 
empty. For example, empty intervals can be 
defined by presentation of brief sensory stimuli 
(such as auditory clicks), whereas filled intervals 
are defined by the onset and offset times of a con-
tinuously present stimulus. Interestingly, it has 
been shown that filled intervals are perceived as 
being longer than empty intervals of the same 
length, and that the discrimination threshold is 
smaller for empty than for filled intervals (Fig. 1) 
(Grondin & Rousseau, 1991; Grondin et  al., 
1998).

H. Merchant and V. de Lafuente
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Fig. 1 Different timing 
processes can be flexibly 
engaged depending on 
the input modality 
(hearing, touch, or sight) 
and the type of interval 
(single or multiple). 
Timing expression can 
be channeled through 
the skeletomotor, 
oculomotor, and 
laryngeal systems

In summary, key elements of temporal pro-
cessing include (Joris & van der Heijden, 2019) 
the time scale being quantified, (Schnupp & 
Carr, 2009) the modality of the stimulus that 
triggers a timing behavior, (Jeffress, 1948) 
whether the intervals are filled or empty, 
(O’Neill & Suga, 1979) whether the task 
involves single or multiple rhythmic or arrhyth-
mic intervals, (Hastings et  al., 2018) whether 
there is tracking of elapsed time or prediction of 
future events, (Drucker- Colín & Merchant-
Nancy, 1996) whether time is being measured 
for a movement or for a  perceptual decision, 
(Henderson et  al., 2006) the effector used to 

express timing behavior, (Brody et  al., 2003) 
whether timing is externally or internally gener-
ated, and (Bortoletto et al., 2011) the implicit or 
explicit nature of the timing task (Fig. 1). Thus, 
we would like to emphasize that timing most 
certainly is not a single process and probably 
depends on a set of neural mechanisms. 
Consistent with this idea, the last 10 years have 
seen an explosion of neurophysiological and 
imaging studies, suggesting that different brain 
circuits and different neural mechanisms are 
involved in the ability to tell and use time to 
control behavior. The second edition of our 
book strongly reflects this view.

A Second Introduction to the Neurobiology of Interval Timing
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 Are Different Timing Behaviors 
Supported by Different Timing 
Mechanisms?

The present book focuses mainly on the neural 
basis of temporal processing in the hundreds of 
milliseconds range, although some of the chap-
ters also deal with the underpinnings of timing 
behaviors in the seconds-to-minutes scale. Many 
authors defend the notion of different brain 
mechanisms for these two-time scales, and there 
is still some debate over the exact time boundary 
where these two scales might differ in their neu-
ronal implementation. There is evidence that the 
time boundary seems to be in the order of 1300 to 
2000 ms for perceptual and motor timing tasks 
that involve one interval or a set of isochronous 
intervals (see chapters of Simon Grondin, 
(Grondin, 2012)). However, some researchers 
maintain that these two-time scales are governed 
by the same neural clock during complex behav-
iors, such as the perception and execution of 
music with a complex hierarchical structure of 
tempi (see chapter of Sonja Kotz, (Rajendran 
et al., 2018)).

The classical model of time, often called sca-
lar timing model, proposes a general multicon-
text clock composed by an internal pacemaker 
that monitors the passage of time once a gate sig-
nal is triggered, and it also includes an integrator 
that accumulates the pulses of the pacemaker 
(Treisman, 1963). Many psychophysical studies 
have successfully used this framework to explain 
the temporal performance of humans and animals 
in different perceptual and production timing 
tasks. At the core of this framework is the scalar 
property of time, showing that the variability of 
the temporal estimates increases linearly in pro-
portion to total elapsed time (Gibbon, 1977; 
Gibbon et al., 1997). However, this model uses a 
black-box approach, in which the possible neural 
mechanisms behind the clock stage of the model 
are difficult to identify.

An alternative view emerged in the early 
2000s, and it involves the notion of a ubiquitous 
timing mechanism, that depends on the dynamic 
properties of the cortical and subcortical recur-
rent networks of the brain (Karmarkar & 

Buonomano, 2007; Buonomano & Laje, 2010). 
The common clock hypothesis has been sup-
ported by fMRI meta-analyses reporting that the 
neuronal circuit composed of the medial premo-
tor cortex (MPCs; the presupplementary motor 
area [preSMA], the supplementary motor area 
[SMA]), and the basal ganglia is engaged in 
many perceptual and motor timing tasks that span 
the hundreds of milliseconds range. The notion 
of a distributed timing mechanism is supported 
by modeling (Karmarkar & Buonomano, 2007; 
Zhou et al., 2022), brain slice recordings (Goel & 
Buonomano, 2014), and psychophysical 
approaches (Burr et  al., 2007; Tonoyan et  al., 
2022).

A third possibility suggests the existence of a 
partially distributed timing mechanism, inte-
grated by a main core of interconnected struc-
tures, such as the cortico-thalamic-basal ganglia 
circuit (CTBGc), and cortical areas that are selec-
tively engaged depending on the specific behav-
ioral requirement of a task (Merchant et  al., 
2013a, 2014a). These task-dependent areas may 
interact with the core timing system to produce 
the temporal behavior in a specific task (Merchant 
et  al., 2015b). This recent proposal is based on 
psychophysical studies (Merchant et  al., 2008a, 
2008b), functional imaging meta-analysis 
(Wiener et al., 2010), and fresh neurophysiologi-
cal observations (Betancourt et  al., 2023). 
Importantly, this corpus of evidence supports nei-
ther the existence of either a common timing 
mechanism that functions equally every time a 
subject quantifies time, nor a set of timing mech-
anisms that are specific for each task context.

 The Internal Simulation Hypothesis

A recent proposal has been put forward suggest-
ing that the process we call timing is, in fact, an 
internal re-enactment of the sensory and motor 
actions that define the timing task to be solved in 
a particular behavioral context (de Lafuente 
et  al., 2022). For example, under this internal 
simulation framework, if a subject is asked to 
time a one-second interval, they would replay the 
memory associated with a one-second interval. 
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Importantly, subjects do not make use of a gen-
eral “one-second” memory, but the specific mem-
ory generated during the learning of that task. It 
is this long-term memory that allows the brain to 
conduct an internal simulation of the future states 
of the world.

This is closely related to the often-overlooked 
fact that each timing task has an almost unique 
experimental design, a set of very particular sen-
sory stimuli, and, importantly, a set of specific 
behavioral rules that subjects must follow to 
solve the task. In this manner, the learning of a 
timing task generates a unique long-term mem-
ory or engram.

Support in favor of the internal simulation 
hypothesis has come recently from recordings 
made in nonhuman primates trained in a timing 
and rhythm perception task (García-Garibay 
et al., 2016). In this task, subjects must perceive 
and then internally maintain tempos defined by a 
visual metronome. Interestingly, when the visual 
metronome is extinguished and no movements 
are required from the subjects, the activity of 
single neurons and of the local field potentials 
(LFPs) continue to oscillate at the tempo of the 
metronome. This oscillatory activity was 
observed in V4, parietal cortices LIP and MIP, 
SMA, PFC, and the hippocampus (de Lafuente 
et al., 2022).

Under the internal simulation hypothesis, 
which we can also call the engram-replay hypoth-
esis, there would be neither dedicated clocks nor 
specialized mechanism to measure or produce 
time. Instead, the brain would be using the 
survival- critical ability to make use of past infor-
mation to predict the possible future states of the 
world, make plans, and act accordingly. We con-
sider important to suggest that this new frame-
work might encompass previous important works 
under a unifying point of view. This new point of 
view suggests that the brain does not perform 
“timing” as traditionally has been thought. 
Instead, to generate well-timed behavior, it re- 
enacts the sensory-motor engrams related to the 
task, that we as researchers instruct our subjects 
to perform (de Lafuente et al., 2022).

Supporting this viewpoint on how timed 
behavior might be achieved, recent electrophysi-

ological evidence has shown that the neuronal 
activity of the motor cortices is able to oscillate 
with different time intervals, depending on the 
tempo that the subjects are holding actively on 
working memory (Cadena-Valencia et al., 2018). 
Interestingly, this oscillatory activity is also 
observed in parietal, V4, frontal, and hippocam-
pal areas, and these patterns of activity are 
observed in the absence of any motor action or 
sensory stimuli (de Lafuente et al., 2022).

 Taxonomy of Timing: A Second 
Attempt

In the first edition of our book Neurobiology of 
Interval Timing, we suggested an initial scheme 
for the classification of timing process. The pro-
posal included sensory, perceptual, and motor 
timing as the pillars for temporal processing clas-
sification. Here, we used this scheme as a founda-
tion, and we further suggest a new critical 
element: the dynamic interaction between sen-
sory, cognitive, and motor areas to flexibly cope 
with the behavioral demands for time quantifica-
tion and event prediction.

 Sensory Timing

Organisms can extract temporal information 
from stimuli of all sensory modalities, even if 
there is no sensory organ for measuring the pas-
sage of time (Fig. 1). We still do not know how 
time is computed from the activation of different 
sensory systems or where in the sensory hierar-
chy is the temporal information computed for 
perceptual or motor purposes. To answer these 
fundamental questions, it is important to under-
stand the anatomical and functional relationships 
that exist between the auditory, visual, and 
somatosensory systems, which correspond to the 
most important modalities for temporal informa-
tion processing, particularly in the hundreds of 
milliseconds range. These sensory systems share 
a set of common operations: the sensory trans-
duction of physical information into action 
potentials in the sensory receptors; the projection 
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Fig. 2 A flux diagram for stimulus processing in the 
auditory, visual, and somatosensory modalities, ranging 
from sensation (square) to high order processing (ellipse). 

The orange ellipses highlight the levels of processing 
where different aspects of time quantification may occur

of this information (through thalamic nuclei) to 
the primary sensory areas of the cerebral cortex; 
the processing of the different aspects of the 
stimuli in the cortical and subcortical circuits; 
and finally, the use of high order sensory process-
ing for perception, learning and memory, and 
voluntary motor action (Fig. 2). Thus, time infor-
mation could be initially estimated from the 
transduction of the stimulus and the encoding of 
its physical properties in the first relays of the 
sensory systems. Few studies have focused on 
temporal processing during the transduction and 
conduction stages of sensation. In this regard, the 
auditory midbrain of many vertebrates contains 
cells that are tuned to the duration of stimuli in 

the range of tens of milliseconds (10–100  ms) 
that are also tuned to the stimulus frequency 
(Alluri et  al., 2016). Studies across vertebrates 
have identified cells with preferred durations and 
auditory bandwidths for single intervals that mir-
ror the range of species-specific vocalizations (57 
for a review). Therefore, the auditory system can 
efficiently extract temporal information early on 
within the stimuli processing hierarchy, produc-
ing a switch from neural responses driven by the 
stimulus temporal profile to cells with average 
rate-tuning to durations.

The auditory cortex also shows duration selec-
tivity for single intervals. In both cats and mon-
keys, cells show selectivity for the duration of 
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auditory stimuli (He et  al., 1997; Brosch et  al., 
1999), with preferred durations that are distrib-
uted over a wider range and for longer durations 
(50–350 ms) as compared to the inferior collicu-
lus (Aubie et al., 2012).

The migration of time interval selectivity 
toward longer durations in the auditory cortex 
can be explained by the integration of duration 
selectivity from inferior colliculus inputs or from 
the stimulus temporal integration, where both 
temporal summation and suppression of 
responses within the circuits of the auditory cor-
tex are taking place (He et al., 1997; Brosch et al., 
1999). A key aspect of duration tuning implies 
the existence of different populations of cells 
encoding different intervals, filtering the continu-
ous passage of time in subpopulations for short, 
medium, and long intervals. Thus, the fast identi-
fication of sounds would allow animal communi-
cation, echolocation, and even human language 
perception though funneling elapsed time into 
subpopulations of duration-tuned cells that act as 
feature detectors. Importantly, these feature 
detectors are hardwired in the inferior colliculus 
and auditory cortex as labeled lines for fast tem-
poral processing (Zarco & Merchant, 2009). 
Overall, these studies suggest that the auditory 
modality has an outstanding ability to extract 
temporal information for single intervals in the 
range of early hundreds of milliseconds across 
the first relays of sensory processing. This indi-
cates that the auditory modality is shaped for 
temporal processing.

For rhythmic auditory stimuli, recent neuro-
physiological studies have shown that sensory 
adaptation in the inferior colliculus and the audi-
tory cortex of the rat is a critical mechanism for 
beat extraction. Importantly, the duration tuning 
of auditory cortex defines a response asymmetry 
that can detect stimuli that are on- or off-beat for 
real music excerpts, and this beat contrast selec-
tivity aligns well with the beat tapping preference 
that human subjects produce in response to the 
same musical excerpts (Rajendran et  al., 2017, 
2018). Therefore, these findings suggest that the 
precision of the temporal coding in the inferior 
colliculus and auditory cortex predisposes the 

reliability of the estimated beat, even in the case 
of real music (Rajendran et al., 2020).

For vision, the first node in the visual pathway 
that shows duration-tuned cells for single inter-
vals is the primary visual cortex (V1; Fig.  2). 
These cells show an orderly change in response 
magnitude to a visual stimulus that is presented 
in their receptive field (Duysens et al., 1996). The 
range of durations represented in V1 spans 
50–400  ms. Interestingly, no such tuned cells 
have been found in the lateral geniculate nucleus 
of the thalamus (Duysens et al., 1996), suggest-
ing that time selectivity is a property arising from 
local processing in V1. Psychophysical studies 
have investigated the sensory adaptation for the 
temporal properties of stimuli, an effect that 
probably depends on the primary sensory cortical 
areas. For instance, the apparent duration of a 
visual stimulus can be modified in a local region 
of the visual field by adaptation to oscillatory 
motion or flicker, suggesting that there is a spa-
tially localized temporal mechanism for the sen-
sation of time of visual events in the first nodes of 
the cortical hierarchy of visual processing 
(Tonoyan et al., 2022). As far as we know, there 
are no studies documenting neuronal responses 
to periodic or nonperiodic stimuli in V1.

The tactile system possesses three receptors to 
transduce mechanical stimuli: the rapidly adapt-
ing Pacinian, the rapidly adapting Meissner, and 
the slowly adapting Merkel (Romo et al., 1998). 
The primary somatosensory cortex contains a 
columnar organization that faithfully encodes the 
properties of these three mechanoreceptors 
(Romo et  al., 1995; Mountcastle et  al., 1969). 
Interestingly, rapidly adapting cells in the 
somatosensory cortex increase their discharge 
rate as a function of the duration of a moving 
probe in their finger receptive field (Romo et al., 
1995, 1996). Thus, the primary somatosensory 
cortex also has a finely tuned machinery to extract 
temporal information (Luna et al., 2005).

Neurophysiological studies of time processing 
have provided evidence in favor of the idea that 
the auditory modality has a privileged capability 
for time quantification. Indeed, the precision of 
temporal estimations, measured in psychophysi-
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cal tasks on humans, is more accurate and less 
variable when the intervals are defined by audi-
tory as compared to visual or tactile stimuli. This 
increased precision has been observed during the 
perception of single and multiple intervals, as 
well as in the production time intervals. 
Interestingly, the time intervals marked by audi-
tory signals are judged to be longer than those 
defined by visual stimuli (Wearden et al., 1998; 
Grondin & Rousseau, 1991; Grondin et  al., 
1998).

Thus, the perception of time passage seems to 
depend on specialized groups of cells in early 
nodes of the sensory processing which contain 
neurons that that are tuned to the duration of 
auditory and visual stimuli (Fig. 3). Consequently, 
it is evident that how we perceive the passage of 
time in the tens to hundreds of milliseconds, is 
highly influenced by the sensory modality, and 
depends on the anatomofunctional properties of 
each sensory system, where feature detectors are 
hardwired and where hearing has a clear advan-
tage in temporal processing.

 The Perception of Time

Once the sensory information is encoded as brief 
events or as a pattern of populations’ neural activ-
ity tuned to the duration of the input stimuli, the 
neural system needs to translate sensation into a 
subjective sense of time, within the context of a 
specific behavior or task (Fig. 2). The most used 
tasks to measure time perception are the categori-
zation and discrimination of time intervals 
(Merchant et al., 2008a, 2008b, 2008c). The for-
mer comes with two flavors: time bisection where 
subjects keep in memory the short and long pro-
totypes to categorize intermediate probes 
(Wearden, 1991; Ng et al., 2011; Mendez et al., 
2011), and time generalization where subjects 
keep in memory the boundary between the short 
and long categories and use it to decide on each 
trial which intervals are short or long (Wearden, 
1992). The latter implies the comparison between 
the working memory trace of the first interval 
with the duration of a second interval to deter-
mine which one is the longer and produces a 

response that expresses that decision. Therefore, 
time perception tasks demand not only the encod-
ing of an interval defined by an empty or filled 
stimulus duration, but also maintaining in mem-
ory this quantity and to categorize it or discrimi-
nate the memory trace with a second interval 
using specific decision rules and learned move-
ments to express the decision (Merchant et  al., 
2008a, 2008b). Consequently, the representation 
of elapsed time needs to be dissociated from the 
memory trace of an interval (Chiba et al., 2015), 
the decision making (Merchant et  al., 2011a, 
2014b), and the voluntary motor signals to com-
municate the decision (Hernández et  al., 2010; 
Méndez et al., 2014). This is not a trivial analyti-
cal problem, since the brain areas engaged in tim-
ing, such as the medial premotor areas, the 
putamen and motor thalamus, and the prefrontal 
and parietal areas, are also deeply involved in 
executive functions, working memory, and vol-
untary motor control (Mendoza & Merchant, 
2014; Romo & Rossi-Pool, 2020; Caminiti et al., 
2010; Miller & Cohen, 2001).

A recent neurophysiological study from our 
lab showed that the primate presupplementary 
cortex (preSMA) shows a boundary signal for 
interval categorization. These neurons showed an 
up-down profile of activation with a time peak 
that corresponded to the subjective limit between 
the short and long category. Notably, the time at 
which this peak is reached changes according to 
the categorical boundary of the current block, 
predicting the monkeys’ categorical decision on a 
trial-by-trial basis (Mendoza et  al., 2018). In 
addition, preSMA shows strong neural signals 
for the categorical choice made by the monkey 
and for the outcome of the categorization (Romo 
et  al., 1993, 1997). Paradoxically, this internal 
prediction signal was not preceded by neurons 
encoding the elapsed time between the beginning 
and end of the intervals to be categorized. This 
could be due to the overtraining of the monkeys 
in this task (Mendez et  al., 2011), which could 
favor the neural representation of boundary pre-
diction than of elapsed time, while promoting the 
migration of time encoding to the basal ganglia 
(Merchant et  al., 1997), where elapsed time is 
represented during a categorization task (Gouvêa 
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Fig. 3 (a) Ramping activity of a cell whose discharge 
rate increases with elapsed time. (b) Neural trajectories of 
a cell population starting at the same state space position 
at the first stimulus (S1) and encoding elapsed time in the 
final position of the trajectory at the time of the second 
stimulus (S2). (c) Two neurons show an increase (red) or 
decrease (blue) in discharge rate as a function of the mem-

orized interval. (d) Neural trajectories reaching an attrac-
tor (MM during the memory delay). (e) Cell with a 
ramping activity that reaches a peak few milliseconds 
before the predicted event, with a larger activation slope 
for the shorter interval. (f) Neural trajectories that follow 
the same path but with larger speed for the shorter inter-
val, generating temporal scaling
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et al., 2015). Accordingly, recordings in monkeys 
performing a duration discrimination task showed 
single cell activity related with the encoding of 
elapsed time for the first interval in the striatum 
(Chiba et  al., 2015) but not in dorsolateral pre-
frontal cortex, where the neurons might encode 
either the memory trace of the first duration, the 
decision rule, or the decision choice (Oshio et al., 
2006; Genovesio et al., 2009).

Elapsed time can be encoded in the ramping 
activity of cells whose firing rates increase as a 
function of time and peak at preferred times (sand 
clock neurons); or can also be encoded by 
 increments or decrements in firing activity that 
covers the length of the times interval (Merchant 
et al., 2011b; Knudsen et al., 2014; Henke et al., 
2021) (Fig. 3a). Importantly, it is likely that thou-
sands of ramping neurons might constitute a pop-
ulation clock (Merchant & Averbeck, 2017). 
Thus, the elapsed time between two stimuli can 
be represented by the dynamic interactions across 
the neural populations that display neural 
sequences (Merchant et al., 2015b; Crowe et al., 
2014; Zhou et al., 2022).

This recent proposal of encoding time 
through dynamic neuronal activity uses dimen-
sional reduction techniques to project the high- 
dimensional individual neural activity of a 
network into a low-dimensional state space to 
study the underlying computational principles 
of timing. This approach has been used to show 
that the elapsed time between events could be 
encoded by the final position of the neural popu-
lation trajectory. Given that the trajectories trig-
gered by the first event follow a stereotypic path 
for all durations, a simple linear decoder can 
determine time as the position of the trajectory 
at the second event (Fig.  3b) (Gouvêa et  al., 
2015; Kim et  al., 2013; Sohn et  al., 2019; 
Merchant & Pérez, 2020). Therefore, this neural 
population clock, observed in SMA, the stria-
tum, and prefrontal cortex, can be started and 
stopped flexibly. However, this coding scheme 
is less efficient than the feature detectors in the 
midbrain or the sensory cortex that are tuned to 
durations. In fact, it is not yet clear whether pri-
mary sensory areas use the population mecha-
nism for encoding elapsed time.

An important question in the encoding–decod-
ing of time by neuronal activity is the nature of 
the clock reader. The final position of the neural 
trajectories could be used to generate a working 
memory representation of time for discrimination 
or for action triggering. Recurrent network mod-
eling and monkey neurophysiology have shown 
that interval working memory might be repre-
sented as a manifold in the space generated by 
the neural trajectories (Fig. 3d), while at the sin-
gle cell level, neurons show an increase or 
decrease in discharge rate as a function of the 
memorized duration (Chiba et  al., 2015; Bi & 
Zhou, 2020) (Fig. 3c).

On the other hand, the study of perceptual 
interval learning and the generalization proper-
ties of such learning has provided important 
insights into the neural underpinnings of multi-
modal temporal information processing. For 
example, using interval discrimination, it has 
been shown that intensive learning can generalize 
across untrained auditory frequencies (Wright 
et  al., 1997; Karmarkar & Buonomano, 2003), 
sensory modalities (Nagarajan et  al., 1998; 
Westheimer, 1999), stimulus locations (Nagarajan 
et al., 1998), and even from sensory to motor tim-
ing tasks (Meegan et al., 2000; Sánchez-Moncada 
et  al., 2020). However, none of these studies 
found generalization toward untrained interval 
durations. In addition, it has been suggested that 
the learning transfer depends on the improvement 
of temporal processing and not on more efficient 
memory or decision processes, at least for audi-
tory interval discrimination (Wright et al., 1997). 
Therefore, these findings not only support the 
notion of a centralized or a partially overlapping 
distributed timing mechanism, but they also 
introduce the concept of duration-specific cir-
cuits. Regarding the first point, we can speculate 
that the timing signals sent from the primary sen-
sory cortical areas to the large and distributed 
core timing network during the learning period 
may increase the global efficiency of the tempo-
ral information processing. Thus, an efficient 
core timing network will transfer its improved 
timing abilities across senses and between per-
ceptual and motor contexts. A recent investiga-
tion found that only the subjects that can learn to 

H. Merchant and V. de Lafuente



13

efficiently discriminate visual intervals, and that 
show a generalization gain in tapping perfor-
mance after learning, show a concomitant 
increase in activity in SMA, putamen, and the 
cerebellum (Sánchez-Moncada et al., 2020).

Another crucial aspect is that subjective time 
is prompt to distortions and generally does not 
have a one-to-one relation with physical time. As 
mentioned above, many factors can affect timing, 
and it is evident that temporal distortions can 
happen at different processing levels. For exam-
ple, adaptation to fast visual motion strongly 
reduces the duration estimation of a subsequent 
stimulus, using a nonretinotopic reference frame. 
In addition, the duration of larger, brighter, or 
more numerous stimuli (Xuan et al., 2007; Togoli 
et al., 2021) is perceived to be longer than stimuli 
with the same duration but smaller magnitudes. 
Subjective time is dilated by the temporal fre-
quency of moving flickering displays (Kanai 
et al., 2006) and affected by the contexts in which 
the stimuli are presented (Fornaciai et al., 2018; 
Karmarkar & Buonomano, 2007). Notably, time 
perception is also affected by movement 
(Merchant & Yarrow 2016). For example, when 
making a saccade to a target, a temporal expan-
sion is produced (Yarrow et al., 2004).

Overall, the study of the neural mechanisms 
behind time perception would be greatly 
advanced by making use of experimental designs 
where time distortions are induced in a controlled 
fashion to determine their origins in the dynamics 
of neural population clocks across the timing cir-
cuits (De Kock et al., 2021). As a complement, 
studies using different modalities or contexts that 
share temporal resources can shed light into the 
properties of a core timing circuit and its interac-
tion with context-dependent areas.

 Motor Timing

Instead of reacting to sensory stimuli, the motor 
system can anticipate the appearance of future 
events. As we mentioned before, interval timing 
within the milliseconds range is a prerequisite for 
many complex behaviors, such as perception and 
production of speech (Kotz & Schwartze, 2010; 

Poeppel & Assaneo, 2020), the execution and 
appreciation of music and dance (Merchant et al., 
2015a), and the performance of sports (Merchant 
& Georgopoulos, 2006). During single interval 
production tasks, the activity of neural popula-
tions evolves with similar trajectories across 
durations, reaching a common terminal state 
when the movement is triggered. Crucially, the 
trajectories are temporally scaled stretching for 
short and compressing for long intervals (Bi & 
Zhou, 2020; Wang et al., 2018; Merchant et al., 
2011b).

At the single cell level, neurons encode the 
time to an event as ramping activity that reaches 
a peak shortly before the estimated time of the 
interval (Fig.  3c). This mechanism has been 
described in SMA, prefrontal cortex, and the stri-
atum (Merchant et al., 2011b; Henke et al., 2021; 
Merchant & Bartolo, 2018; Kunimatsu et  al., 
2018). On the other hand, when monkeys pro-
duce rhythmic taps in synchrony with a metro-
nome, neural trajectories show three main 
properties. First, they have circular dynamics that 
form a regenerating loop for every produced 
interval. Second, they converge to a similar state 
space right at the tapping time, resetting the 
 beat- based clock at this point. Finally, the peri-
odic trajectories increase in amplitude as a func-
tion of the length of the isochronous beat 
(Balasubramaniam et  al., 2021; Gámez et  al., 
2019; Lenc et  al., 2021) but also are temporal 
scaled (Betancourt et  al., 2022). Hence, single 
interval and beat-based timing seem to have par-
tially shared neural mechanisms (see chapter 
“Cognition of Time and Thinking Beyond”).

Music and dance are behaviors that depend on 
intricate loops of perception and action, where 
temporal processing can be involved during the 
synchronization of movements with sensory 
information or during the internal generation of 
movement sequences (Rajendran et  al., 2018). 
Many functional imaging studies have demon-
strated that the circuits engaged in the perception 
of time are the same that are activated during 
motor timing (Coull et  al., 2008; Wiener et  al., 
2010; Schubotz et  al., 2000; Merchant et  al., 
2013a). The cortico-basal ganglia-thalamo- 
cortical circuit (CBGT), that includes the medial 
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Fig. 4 The core timing network in the monkey brain is 
highlighted as orange structures. This core timing network 
is constituted by the skeleton-motor cortico-basal ganglia- 
thalamo- cortical circuit, which includes the medial pre-
motor areas (MPC: SMA and preSMA), as well as the 
putamen, the globus pallidus, and the motor thalamus. A1 

primary auditory area, AS arcuate sulcus, CS central sul-
cus, GPe globus pallidus externus, GPi globus pallidus 
internus, IPL inferior parietal lobe, IPS intraparietal sul-
cus, LS lateral sulcus, MPC medial premotor cortex, PS 
principal sulcus, SNr substantia nigra pars reticulata, STN 
subthalamic nucleus, STS superior temporal sulcus

premotor areas (Supplementary (SMA) and 
Presupplementary motor areas (preSMA), as 
well as the neostriatum, the globus pallidus, and 
the motor thalamus), is a network that is strongly 
engaged by interval perception and by time- 
constrained movements. These studies support 
the notion that the CBGT circuit is a key element 
of the core timing network, and that it is activated 
during the categorization and discrimination of 
time intervals, as well as during the perception 
and production of rhythms (Fig. 4). Accordingly, 
the neural population trajectories have now been 
characterized within the core timing network 
during perceptual and motor timing tasks for sin-
gle intervals, as well as for rhythmic tapping 
tasks. Nevertheless, further studies are needed to 
determine whether the rules of time processing 
change in the core timing circuit when the same 
subjects perform perceptual and motor timing 
tasks, or when they perform single interval and 
rhythmic timing tasks. Another critical unan-
swered question relates to the role of the output 
of the basal ganglia in shaping the geometry and 
dynamics of the medial premotor neural trajecto-
ries during all these tasks.

In addition to the neural dynamics in popula-
tion trajectories, different laboratories have 
shown that different core timing areas contain 

neurons that show duration tuning during motor 
timing tasks. Interval tuning during single inter-
val and beat-based timing has been reported in 
medial premotor areas (Merchant et  al., 2013b; 
Mita et al., 2009), prefrontal cortex (Henke et al., 
2021), the putamen (Bartolo et al., 2014; Bartolo 
& Merchant, 2015), the caudate (Kameda et al., 
2019; Kunimatsu et al., 2018), and the cerebel-
lum (Ohmae et al., 2017; Okada et al., 2022). In 
addition, a chronomap in the medial premotor 
cortex has been described in humans using func-
tional imaging, where interval-specific circuits 
show a topography with short preferred intervals 
in the anterior and long preferred intervals in the 
posterior portion of SMA/preSMA (Protopapa 
et al., 2019). Therefore, motor timing depends on 
distinct timing circuits composed by duration 
specific neurons. Each of these circuits quantify 
the time remaining for an event by contracting or 
expanding their activity patterns using temporal 
scaling (Merchant & Bartolo, 2018; Bartolo & 
Merchant, 2009). In fact, tuning and modularity 
are mechanisms for division of labor that are 
widely used in cortical and subcortical circuits to 
represent sensory, cognitive, and motor informa-
tion (Mountcastle, 1998; Goldman-Rakic, 1984; 
Georgopoulos et  al., 2007; Merchant et  al., 
2008d; Naselaris et al., 2006). Interval tuning can 
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provide large flexibility to encode the passage of 
time and to predict events across many behaviors 
that require temporal processing by integrating 
timing with other task-dependent parameters 
with different mapping frameworks (Merchant & 
Bartolo, 2018; Zhou et al., 2022).

A set of functional imaging studies have 
revealed the neural and functional overlap 
between perceptual and motor timing, and the 
conclusion is that the motor network of the 
CBGT is activated across a wide range of timing 
contexts. A critical question, then, is what is the 
meaning of this anatomofunctional overlap? One 
possibility is that the increase in the BOLD sig-
nal in the motor areas across timing tasks reflects 
the presence of confounding cognitive processes, 
such as effector selection and motor preparation, 
or working memory and decision processes 
(Sánchez-Moncada et al., 2020). This is unlikely, 
however, since SMA, the CBGT circuit, and the 
prefrontal cortex are selectively activated even 
when duration estimates are registered with a 
perceptual discrimination (Wiener et al., 2010), 
or after motor preparation and/or execution pro-
cesses have been rigorously controlled for (Coull 
et al., 2008; Schubotz et al., 2000) (see Chapter 
11 of Coull and Morillon). Another possibility is 
that core timing network shares the neural cir-
cuitry with motor function because our general 
sense of time has been developed through action 
since childhood (Fraisse, 1982; Levin, 1992). 
This proposal is similar in principle to other 
embodied theories of time perception (Wittmann, 
2013). Developmental studies have demon-
strated that young children appear to represent 
time in motor terms (Droit- Volet & Rattat, 1999). 
Their duration estimates are more accurate when 
the duration is filled with an action than when it 
is empty (Fraisse, 1982), and they find it difficult 
to dissociate an estimate of duration from the 
motor act itself (Droit-Volet et al., 2006). Hence, 
it is possible that the motor circuits are engaged 
early in development to build up and acquire rep-
resentations of time, forming a core timing net-
work inside the motor system.

As has been proposed before, different cogni-
tive functions may share the same neural repre-
sentations and circuits for action and perception 

(Merchant et al., 2015a; Mendoza & Merchant, 
2014). In the case of temporal processing, it is 
possible that the learned associations between 
particular actions and their durations have been 
engrained in the dynamics of the cortical and 
subcortical motor networks (Mendoza et  al., 
2016, 2018; Merchant & Averbeck, 2017; 
Méndez et  al., 2014). Thus, the dynamic repre-
sentation of time in the activity of cell popula-
tions could become a generalized temporal 
representation, which is independent of the motor 
output, and can be used for motor and perceptual 
acts that require a strict temporal control (Fig. 4). 
Longitudinal experiments recording the activity 
of the core timing network and context- dependent 
structures during learning a timing skill are 
required to test these ideas.

 Sensory-Motor Loops

The strong correlation between fluctuations in 
the speed of the trajectories with trial-by-trial 
changes in movement times supports the notion 
of a robust predictive signal that triggers behavior 
within the core timing network. This motor top- 
down prediction should dynamically interact 
with the sensory bottom-up input to generate 
calibration loops of the timing system for both 
single interval and beat-based timing. In fact, it 
has been shown that predictive signals associated 
with a rhythmic motor behavior are fed back to 
the sensory areas through a corollary discharge 
that enhances processing of incoming auditory 
signals at a particular cyclic phase (Morillon 
et al., 2014). During beat-based timing, the motor 
system routinely produces dynamic signals in 
order to internally represent time, predict move-
ments, enhance sensory events, and coordinate 
all these parameters (Merchant et  al., 2015a; 
Merchant & Yarrow, 2016). Regarding the coor-
dination process, two error signals most be com-
puted: the time difference between the motor 
corollary discharge, and the proprioceptive reaf-
ference and the time difference between the inter-
nal beat signal and the sensory input (Repp, 
2005). Both error signals could be used to cali-
brate the prediction of interval length (Betancourt 
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et  al., 2023). There is a large knowledge gap 
about how the motor and sensory timing areas 
accomplish these processes.

 Bayesian Timing

As a final comment, the study of the neural basis 
of timing has been recently enriched using 
Bayesian approaches that can successfully 
account for behavioral performance across differ-
ent timing tasks. This approach has also been 
used to dissociate the neural signals involved in 
tracking time, from those related to the acquired 
knowledge of the task parameters to optimize 
behavior. Bayesian estimators compute the pos-
terior probability as the product of the likelihood 
function and the prior probability distribution. It 
has been shown that, across timing tasks, subjects 
tend to overestimate short intervals and overesti-
mate long intervals, an effect described by the 
Viederord’s Law, and now have been recently 
called regression toward the mean or bias effect 
(Jones & Mcauley, 2005; Pérez & Merchant, 
2018). The prior distribution explains the bias 
effect by mapping the history of sample intervals 
that the observer has encountered during a block 
of trials with a mean that is close to the interme-
diate interval in the input distribution. Larger bias 
effects are captured as narrower prior distribu-
tions, reflecting more weight for previous knowl-
edge of task conditions than the actual trial 
information. In addition, the likelihood function 
captures the scalar property of timing (Jazayeri & 
Shadlen, 2010; Merchant & Pérez, 2020; Perez 
et al., 2023). Notably, the curvature of the neural 
trajectories in SMA-preSMA reflects the effect of 
the prior on the bias effect (Sohn et  al., 2019), 
while the variability of the neural trajectories is 
linked to the scalar properly of timing (Betancourt 
et al., 2023; Gámez et al., 2019).

 Book Overview

It is with great pride and excitement that we pres-
ent the second edition of the book Neurobiology 
of Interval Timing. A great deal of new and 

encouraging findings have been uncovered since 
the first edition 10 years ago. In this updated edi-
tion, we had the fortune to count among the con-
tributions one of the finest researchers in the field 
of timing.

First, authors Vatakis and Teki provide us with 
a detailed recapitulation of the meetings and 
events that have now coalesced into a mature tim-
ing research field. From the first TIMELY meet-
ing back in 2007, up until last year, these meetings 
brought together a highly interdisciplinary group 
of researchers, often with conflicting views about 
the future of field, which makes it more interest-
ing for students and scientists alike.

In his excellent chapter, Prof. Grondin clearly 
exposes how the precision and accuracy of time 
estimates depend on a number of critical factors, 
such as the sensory stimuli utilized to define time 
intervals and whether the intervals are filled or 
empty, and importantly, the chapter provides a 
balanced view of the conflicting evidence point-
ing to the existence of a single universal Weber 
Fraction for time estimation, or, instead, to the 
fairly common observation that different time 
scales might result in different estimations of the 
value of Weber’s Fraction.

Prof. Buonomano’s chapter provides a very 
thorough and precise account of previous and 
current mechanistic models that have been put 
forward to account for the timing abilities of the 
brain. A remarkable observation that the authors 
point out is that across species and behavioral 
tasks, a pattern of sequential activation of neu-
rons arises when the subjects are timing intervals. 
From this pattern, time can be decoded by look-
ing at the different times at which neurons peak 
in their activity. Importantly, the authors make 
the argument that with such population clocks, 
the activity of each individual neuron is highly 
independent of the rest of the population. Hence, 
timing is in the neural sequences, oscillatory or 
ramping activity might not be sufficient to pro-
duce the flexible chronometers that are needed to 
account for our complex timing behavior.

Regarding electrophysiological findings in 
nonhuman primates, Prof. Tanaka and colleagues 
present and discuss an outstanding body of 
experimental results that strongly suggest that the 
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