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CHAPTER 1

Introduction to MLOps

Machine learning (ML) has proven to be a very powerful tool to learn and extract
patterns from data. The ability to generate, store, and process a large amount of
data, and easily access computing power in the last decade has contributed to many
advancements in the ML field, such as image recognition, language translation, and
large language models (LLMs), that is, BERT, DALLE, ChatGPT, and more.

ML has finally graduated from the academia lab and has been embraced with both
open arms by the business world to help with solving real-world business problems and
transforming industries by improving customer experience, reducing cost, improving
business efficiency, and ultimately increasing their competitive advantage. According to
McKinsey’s “The state of Al in 2021”! report, the findings from the survey indicate that
AI/ML adoption is continuing its steady rise across many companies in many regions of
the world. One of the reasons for this rise is due to the impact that Al has on the business
bottom line.

Itis no longer a question whether AI/ML can deliver business values to organizations
across the industries. A more pressing question on an AI/ML leadership team’s mind
nowadays is how can their organizations most efficiently integrate AI/ML into their
business processes or products to deliver that value. To do so, they need the ability to
operationalize ML in an iterative, consistent, effective, safe, and predictable manner.

The data about the number of ML project failures from various sources such as
Gartner® and VentureBeat® suggests that operationalizing ML is a complex endeavor
that requires a set of standardized processes and technology capabilities for building,
deploying, and operationalizing ML models efficiently and quickly. Welcome to MLOps!

! Global Survey: The State of Al Adoption 2021 - www.mckinsey.com/capabilities/
quantumblack/our-insights/global-survey-the-state-of-ai-in-2021

>Our Top Data and Analytics Predicts for 2019 - https://blogs.gartner.com/
andrew_white/2019/01/03/our-top-data-and-analytics-predicts-for-2019/

$Why do 87% of data science projects never make it into production? - https://venturebeat.
com/ai/why-do-87-of-data-science-projects-never-make-it-into-production/

© Hien Luu, Max Pumperla and Zhe Zhang 2024
H. Luu et al., MLOps with Ray, https://doi.org/10.1007/979-8-8688-0376-5_1
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CHAPTER 1  INTRODUCTION TO MLOPS

MLOps Overview

Software engineering projects are designed to bring values to a company, organization,
or a team. The realization of the intended values will only start when the development
software artifacts are successfully deployed into production. The sooner this happens
the better. Companies around the world have adopted DevOps as methodologies to
reliably develop and deploy large-scale software to production by minimizing the gap
between development and operations and promoting collaboration, communication,
and knowledge sharing. DevOps is widely adopted in the industry because it helps
with fast, frequent, and reliable software releases by emphasizing automation with
continuous integration, continuous delivery, and continuous deployment.

Similarly, ML projects are designed to add certain value to a company, organization,
or a team. The ROI of the ML projects will only start when the ML artifacts, the ML model
and features, are deployed to production and properly monitored. The achievement of
the ROI for ML projects can vary due to factors such as the project’s complexity, data
quality, and specific goals. Organizations may start seeing initial returns during the early
stages of deployment, especially if the ML models are addressing specific pain points
like reducing churn in customer subscriptions. The full ROl is typically realized when
models are successfully integrated into operational processes, delivering sustained and
measurable value over an extended period. Achieving this often takes time, as models
may need refinement, optimization, and continuous monitoring to adapt to changing
conditions.

How are ML projects different from the software engineering projects? What's
unique about ML projects? Can DevOps methodologies help with ML projects? Let’s
examine these questions to deeply understand MLOps and the benefits it provides.
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Note DevOps has been widely adopted across many organizations that are
developing software as methodologies to improve software quality and reliability
while reducing time to market for software engineering initiatives. It is both a
paradigm shift to address social and technical issues in organizations engaged in
software development and a continuous process of automation across the software
development process.

The cornerstone of DevOps is a continuous process including continuous
development, integration, deployment, and monitoring that is designed for fast,
frequent, and reliable software releases.

The DevOps mindset requires software engineers to care not only about what they
develop, but also care about the software deployment and operations.

ML Projects

Similar to software engineering projects, ML projects have their own development
lifecycle. However, their lifecycle is a highly iterative one due to the scientific nature
of the ML model training process, which requires experimentation and has a large
dependency on the quality of the data used to train the ML algorithm. As a result, the
ML development process is not a linear one, like the standard software engineering
development lifecycle, but rather it is cyclical in that it demands iteration, tuning, and
improvement, as depicted in Figure 1-1.
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Formulate
Problem

Deploy/ Collect
Monitor Data
Evaluation F(-?-atun.e
Engineering

Model
Selection

Training

Figure 1-1. ML development process

ML projects often are initiated to help fulfill certain business or product initiatives
with measurable outcomes. As the first step of the ML project, it is important to formulate
the problem with clear goals and objectives before going through the other steps in the
clockwise manner. It is not unusual, but rather expected and necessary that data scientists
will need to go back to previous steps, such as to collect additional data or change the
way features are generated, if the model evaluation step indicates the ML model doesn’t
perform at the expected level or when the experiment results convince data scientists to
change the current approach or continue to fine-tune the current approach.

Successful ML projects are the ones where data scientists are able to make progress
throughout the ML development lifecycle as quickly as possible and able to go through
the development loop as many times as needed in order to apply the insights from
previous experiments to fine-tune their approach, the needed data, and ultimately
produce the most optimal ML models. The ultimate goal is to produce the most optimal
ML models that can perform predictions with new data at the accuracy level to meet
business goals or objectives.
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Although the ML development lifecycle is cyclical and appears complex, it can be
simplified into five phases:
e Data collection and preparation
o Feature engineering
e Model training
e Model deployment

e Model monitoring

ML Project Inputs and Artifacts

In traditional software engineering projects, software engineers write code to develop
logic or algorithms to meet the given specifications to produce the output based on the
input, as depicted in Figure 1-2.

Input ———>|  Computer

Program Output

Logic/algo ————»

Figure 1-2. Software projects

In ML projects, data scientists spend a lot of time and focus on these two main
activities: feature engineering and model development. The following paragraphs are
meant to briefly describe these two activities and more importantly to call out the ML
project inputs and artifacts.

The quantity and quality of the ML features have a huge contribution to the
performance of the ML models. Data scientists typically spend a large portion of their
time in collecting and analyzing the collected data, and then write code to transform the
data into ML features to train the ML models with, as depicted in Figure 1-3.

Data ML

Traini Model
Code raining

Figure 1-3. Model training in ML projects
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Once data scientists are reasonably happy with the generated ML features, they then
proceed to the ML model training step, which involves writing code to train ML models
using the generated features, an ML algorithm, and a set of tuning parameters. This step
often requires exploration and experimentation to evaluate, fine-tune, and iterate on the
ML model to improve its performance. If the model evaluation results are suboptimal,
data scientists might need to go back to the feature engineering step to collect more or
different sets of data, or select a different ML algorithm, etc.

The main ML artifacts from the above activities are as follows:

o The data used to generate features

o Thelogic for generating features from the collected data
e The code and parameters for training the ML algorithm
e The produced ML model

Oftentimes, the ML models will need to be retrained because new business
requirements emerge, or additional new data sources or ML libraries are available, or the
performance of ML models has started to degrade, and more. Hence, it is important to
version control or manage the ML artifacts listed previously and depicted in Figure 1-4.

ML Model = Data + ML Algorithm + Hyperparameters

Figure 1-4. ML artifacts

ML projects are different traditional software engineering projects and present many
unique challenges and can be summarized in the following points:

o Training ML models requires historical data, and hence ML projects
involve more data-related activities, such as collecting and labeling
data and analyzing and visualizing input data to better understand its
statistical characteristics.

e Model development is a high iterative process that requires

exploration and experimentation.

e The ML model performance can degrade over time as the statistical
characteristics of the new data drift or change in relative to the
statistical characteristics of the historical data.
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e ML projects typically require more collaboration between data
scientists, data engineers, ML engineers, and domain experts, as the
success of the project often depends on a combination of technical
expertise and domain knowledge.

It has been said that MLOps is to machine learning, as DevOps is to software
engineering. The main goal of MLOps is to help companies around the world to accelerate
their ML projects to production in a repeatable, consistent, and efficient manner by
prescribing a set of best practices around both the technical and non-technical elements.

MLOps: The Missing Element

As more and more companies around the world recognize the power of AI/ML and
allocate budget to invest in applying AI/ML to add business values, to increase their
competitiveness, and more, they rightly so want to see the ROI of their investment in
ML projects. Their ROI can only start when the ML models are deployed to production
and integrate into their products or business processes. What can ultimately help with
bringing ML models to production efficiently and quickly? From the collective wisdom
and learning, the ML practitioner community and industry have come up with the
answer, which is called MLOps.

In this section, we will examine some of the common challenges and pitfalls in
operationalizing ML projects, and then discuss at the high level how MLOps can help
with those with the goal of improving ML project success.

Operationalize ML Project Challenges

As reported by numerous surveys from Gartners and NewVantage Partners, many
organizations are not as successful as they would like to be when it comes to getting
the ROI from their investment in ML projects due to the challenges of operationalizing
ML models in production quickly, efficiently, and consistently. According to a survey
conducted by NewVantage Partners in 2020,* only about 15% of leading organizations
have deployed Al capabilities into production at any scale.

* Al Stats News: Only 14.6% Of Firms Have Deployed Al Capabilities In Production -www.forbes.
com/sites/gilpress/2020/01/13/ai-stats-news-only-146-of-firms-have-deployed-
ai-capabilities-in-production/
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It is fair to say most organizations now understand operationalizing ML projects is
challenging and it is not the same as operationalizing traditional software projects.

The section will highlight a few common challenges in ML projects and shed some
lights about how those challenges come about. These challenges we believe are a subset
of the ones that are contributing to ML project failure. Challenges around a lack of talent
or unclear business objectives are beyond the scope of this book.

Applying Machine Learning

In the real-world ML project, it is generally well understood that the central piece of
these projects is applying ML to enable data-driven decisions and products.

ML, as a discipline, is highly experimental and iterative in nature, especially
compared to typical software engineering.

Applying ML involves training a model on a dataset and then evaluating its
performance on the same dataset as well as a separate dataset. Rarely the first version
of the model will meet the expected performance, and therefore, this process can be
repeated multiple times, where each iteration potentially uses a different ML algorithm
or architecture, hyperparameter settings, and feature engineering techniques.

At the beginning of applying ML, it is very challenging to know the exact
combination of the aforementioned parts that will lead to an ML model that performs
well. Therefore, exploration, experimentation, and iteration are necessary parts of
finding the best combination and quickly pruning out the bad ones.

Similar to other scientific endeavors, ML experimentation and iteration require
the ability to record the experiment input, the approach, results, and more. This will
facilitate and speed up the process of analyzing the result by comparing multiple
experimentation runs to determine the next step.

Additionally, ML is still an evolving field, with new techniques, approaches, and
ML libraries being developed all the time. As a result, ML practitioners must be open
to experiment with and take advantage of these new changes to improve the ML model
performance.

The name of the game here is velocity. If ML practitioners are bogged down not
having the processes or tools to explore, experiment, and iterate easily and quickly, then
getting ML models to production might not be feasible or will take a long time to realize
the ROI of the ML project investment.



CHAPTER 1  INTRODUCTION TO MLOPS

Garbage In, Garbage Out

The classic saying of “Garbage In, Garbage Out” in computing is about how problematic
input data will produce problematic outputs, which is especially relevant to ML, given
that the model training process relies heavily on the quality of the input data.

ML model training is the process where the labeled training data is fed into the ML
algorithm to learn its pattern. It is widely known the ML model performance is only
as good as the quality of that data. Some of the well-known ML practitioners recently
started advocating for the data-centric Al approach to further highlight the benefits of
high-quality training data. For more details about this approach, see the notes below.

In addition to data quality, other data-related aspects that have large influence on
the ML model performance are data freshness and changes to data statistical properties.

If there is a lack of data infrastructure, data engineering rigor, and personnel support
around these data-related aspects, then that will have a negative impact on the ML model
performance, which ultimately slows down the path to bring ML models to production.

Note Model-centric Al vs. data-centric Al — same goal, but different approach

Model-centric Al is an approach and mindset in improving ML model performance
by focusing on tweaking the hyperparameters or changing the model architecture
or algorithms until the desired metrics are achieved. This approach is what
traditionally the industry has been practicing.

Data-centric Al has the same goal as the model-centric Al, but it takes a different
approach by holding the hyperparameters and the model architecture and
algorithm fixed while applying error analysis driven data iteration to improve

the model performance. Formally, data-centric Al is defined as the discipline

of systematically engineering the data used to build an Al system, according to
the Data-centric Al Resource Hub website®. This approach was introduced and
advocated by Andrew Ng in his “A Chat w/ Andrew on MLOps: From Model-centric
to Data-centric Al” video®.

*Data-centric Al Resource Hub - https://datacentricai.org/

A Chat with Andrew on MLOps: From Model-centric to Data-centric AI -www. youtube.com/
watch?v=06-AZXmwHjo


https://www.youtube.com/watch?v=06-AZXmwHjo
https://datacentricai.org/
http://www.youtube.com/watch?v=06-AZXmwHjo
http://www.youtube.com/watch?v=06-AZXmwHjo
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In the Beginning

Traditionally, ML has been approached from a perspective of individual scientific
experiments which are predominantly carried out in isolation by data scientists. Data
scientists are knowledgeable and trained in the ML field, and are mainly tasked with
model training-related tasks.

As aresult, data scientists tend to focus less on areas that are peripheral to ML
model training area, such as spending time on automating the data pipelines, focusing
on developing robust and high-quality code, automating end-to-end model training
pipelines, and integrating ML models into the data-driven products in production.

Enterprise ML projects are not about experimenting and developing ML models one
time and moving on to other projects; they demand those software engineering-related
activities to be automated, version controlled, monitored, reproducible, and more.

Without having data scientists shifting toward a more software engineering-centric
mindset or having the necessary tooling, infrastructure, or processes to support data
scientists with those software engineering-related activities, then there will be a negative
impact on the road to operationalizing ML in your organization. In addition, there needs
to be a culture shift toward a product-oriented mindset at the organization level.

Team Sport

The end-to-end sequence of developing ML models and incorporating them into the
data-driven decision products is a complex and interdisciplinary process, such as

data engineering, machine learning, software engineering, and developer operations.
Undoubtedly, it is a team sport, and thus responsibilities and ownership need to be clear
and collaboration across teams is required to ensure those products are stable, are kept
up to date, and more importantly continue to add value to the business.

A typical team sport consists of role and responsibilities, and given productionalizing
ML is branded as a team sport, let’s capture some of the typical roles and responsibilities
across the activities in the ML development lifecycle.

Table 1-1 is meant to capture the core set of ML development activities and not
meant to be comprehensive.

10
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Table 1-1. ML development
activity assignment

Activity Role

Data preparation Data engineer
Feature engineering Data scientist
Model training Data scientist
Model deployment ML engineer

Model monitoring ML engineer

Some enterprises might include other roles into the ML operationalization process,
such as business stakeholder or data governance officer.

For medium to large enterprises, each of those roles might be carried out by one or
more people. For smaller enterprises or startups, two or more or all of those roles are
carried by an individual.

A more elaborated depiction of the intersections of the various roles from the
“Machine Learning Operation (MLOps): Overview, Definition and Architecture”” paper
is depicted in Figure 1-5.

"Machine Learning Operations (MLOps): Overview, Definition, and Architecture - https://
arxiv.org/ftp/arxiv/papers/2205/2205.02302.pdf

11
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Data Scientist ‘Backend Engineer
(ML model development)

ML = (ML infrastructure management)
ML Engineer /
MLOps Engineer

(cross-functional management
of ML environment and assets:
ML infrastructure,

ML models,

ML workflow pipelines,
data Ingestion,
monitoring)

Figure 1-5. An elaborated depiction of the intersections of various roles in MLOps

In order to be a winning team in a team sport, it needs to have all the needed
personnel and a clear map of responsibilities, and a clear protocol around
communication and coordination. Similarly, for enterprises to be successful at
operationalizing ML, they need the necessary and sufficient talent that formed a multi-
disciplinary team to perform those roles, and there need to be standard processes, clear
communication protocols, and boundaries of ownership and responsibilities so all the
teams involved are on the same page and aligned, fulfilling the expected deliverables
and performing proper handoff at the right time.

Summary of Challenges

Itis reasonable to say that successfully operationalizing ML consistently, efficiently, and
at scale is not an easy task; however, it is feasible and results are worthwhile.

12
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ML has proven to be a disruptive technology that can help with reducing cost,
improving operational efficiency, and increasing business bottom-line for those
enterprises that are willing to invest in it.

This section summarizes the challenges listed above in the context of the following
three key dimensions, which MLOps aims to address and will be described in the “The
Promise” section: automation, reproducibility, and monitoring.

Automation

As described above in the “Applying Machine Learning” section, it is a highly
experimental and iterative process. This means that most if not all activities in the
process of applying ML can greatly benefit from the automation. Manual process
presents many challenges including error prone, time consuming, inconsistency, and
not easily reproducible.

Automation leads to increased velocity because those activities can be repeated
easily and consistently and enable data scientists to be able to go through the
development lifecycle quicker.

As described in the “Garbage In, Garbage Out” section, the data-related activities are
quite important to the ML model performance. Automation of the data-related activities
such as running and monitoring data pipelines to ensure data quality and freshness will
ultimately contribute to the optimal ML model performance.

Reproducibility

Complex ML projects often require collaboration between multiple data scientists to
discuss their hypothesis and validating ML model training experiments. To be effective
at this, they need the ability to reproduce the experiments easily, and this requires the
artifacts that were used in the previous experiments to be readily available and accessible.
Itis very common for data scientists to iterate on an existing ML model to create a
new one. Common reasons for the new ML model iterations include changing business
requirements, new training data sources are available, customer behavior changes, and
more. The ability to reproduce most of what was already done in the previous ML model
version will greatly speed up the new iteration.

13
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Monitoring

It is often said that deploying ML models into production is only half the battle, and that
continuously maintaining their performance afterward is the other half. This is because
ML model performance in production can and often does degrade, which can have
negative impacts on customers or the enterprise.

This degradation can occur for a variety of reasons, such as quality issues with the
ML features used for predictions, changes in user behaviors, changes in the environment
(such as the COVID pandemic), and more. Therefore, it is essential to continuously
monitor the performance of deployed ML models and alert data scientists when the
performance falls below a certain threshold.

Similar rigor and continuous monitoring should also be applied to the data pipelines
that produce the data for training or generating features used during prediction time.

By actively monitoring the data, features, and performance of ML models, data
scientists and ML engineers can identify issues early and take appropriate action to

maintain the effectiveness of the models over time.

MLOps: The Promise

Now that we gain a high-level understanding of the development lifecycle and inputs
and artifacts of ML projects, as well as the common challenges in operationalizing

ML models, let’s examine what MLOps is and how it can help with addressing those
challenges in the context of the three dimensions listed in the “Summary of Challenges”
section.

A quick search on the Internet will review many slightly different interpretations of
MLOps, as well as the definition. However, they all tend to converge toward a common
goal and a set of themes.

To understand the essence of MLOps, we will peel back the layers of what it
encompasses, similar to peeling an onion. MLOps consists of three fundamental layers:
paradigm, engineering discipline, and principle. Each layer contributes to the ultimate
goal of MLOps and will be explored in detail. By examining each layer individually and
collectively, we will gain a comprehensive understanding of the principles and practices
that underpin MLOps, as well as its significance in enabling efficient and effective
management of the entire machine learning lifecycle. The MLOps onion is depicted in
Figure 1-6.
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Paradigm

Engineering Discipline

Figure 1-6. MLOps onion - paradigm, engineering discipline, principles

Paradigm

MLOps represents a paradigm shift in the way organizations approach machine learning.
This paradigm recognizes that machine learning is not just a research or experimental
activity but a critical component of business operations that must be managed with the
same level of rigor and discipline as other technology systems.

Organizations that are at the forefront of reaping the benefits of their successful ML
projects are those that have embraced this paradigm and mindset, treating ML models
and artifacts as first-class software components. These organizations have also adopted
an operational ML mindset, designing, building, and managing ML systems with a focus
on reliability, scalability, and efficiency in line with MLOps principles.

15
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The MLOps paradigm consists of a set of best practices, concepts, and a
development culture. These aspects will be described in the “Engineering Discipline”
and “Principle” sections.

Engineering Discipline

From the rise of applying ML to business problems across many organizations around
the world, MLOps emerged as a new engineering discipline that combines the
engineering best practices and principles of three existing disciplines, namely, machine
learning, data engineering, and devops, as depicted in Figure 1-7.

~

Machine
Learning
De\,095
-
MLOps
u

Figure 1-7. MLOps engineering discipline - intersection of three other disciplines

16



CHAPTER 1  INTRODUCTION TO MLOPS

MLOps engineering discipline involves the application of engineering principles and
practices to the development, deployment, monitoring, and maintenance of machine
learning models. Its main goal is to enable organizations to operationalize ML models in
an efficient, high velocity, scalable, and maintainable manner. In other words, to reduce
friction to get ML models from an idea into production and integrate with software
systems in the shortest amount of time with as little risk as possible.

Data Engineering

Itis well understood that data is the lifeblood of AI/ML, and the quantity and quality of
data will determine the level of performance that ML models can achieve.

Data engineering discipline brings the following main contributions to MLOps
discipline:

o Lay the foundation to prepare data that will be used to train ML models.

o Take care of the framework and infrastructure for processing, storage,

and consuming data from different data sources in various formats.

o Ensure the data that will be used to train ML models meets the
quality standards and freshness requirements via automated,
efficient, tested, monitored data pipelines.

Machine Learning

At the heart of applying ML to enterprise business problems is the practice and
application of ML techniques.

Machine learning discipline brings the following main contributions to MLOps
discipline:

e Analyze and draw insights from the prepared data to determine the
data statistical properties to ensure the right level of representation
and fairness of the ML model training data.

e Determine and select the most appropriate combination of ML
algorithm and tuning parameters to product ML models that will
perform well on new data.

o Develop intuition about the ML model performance to iterate and
optimize the ML model performance to meet business success
metrics before deployment ML models to production.
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DevOps

MLOps leverages much of the best practices from well-known and trusted DevOps
discipline. There are more artifacts in MLOps than in DevOps, and these additional
ones add more complexity and challenges, and they must be treated accordingly in the
context of DevOps.

DevOps discipline brings the following main contributions to MLOps discipline:

e Promote collaboration, communication, and knowledge sharing to
close the gap between development and operations. Given MLOps
is a bigger team sport than DevOps, this contribution is extremely
applicable and critical to the MLOps success.

o Ensure automation with continuous integration, delivery, and
continuous deployment to drive fast, frequent, and reliable ML
model releases. This will help with accelerating the time it takes to go
from ideas to ML models in production and maintain their expected
performance with ML model retraining when necessary.

o Ensure continuous testing, quality assurance, continuous
monitoring, logging, and feedback loops. Given ML model
performance depends largely on the training data and new data used
for prediction and data changes constantly, therefore continuous
monitoring of the data statistical properties and model performance
are key to ensuring ML models perform as expected and minimize
the risks affecting user experiences or other negative impacts.

The best practices of the three engineering disciplines, data engineering, ML,
and DevOps, are a great start; however, some adjustments and additions listed above
will need to be incorporated into MLOps due to its unique and highly iterative and
experimental nature, being a larger team sport, and artifacts include data, code, and
model, which bring additional challenges and management. Below are a few of the
notable ones:

o Testing in ML projects is more involved than testing traditional
software systems. In addition to unit and integration tests, they also
need data validation, trained model quality evaluation, and model
validation.
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o Deploying ML models involve a multi-step pipeline that includes
automatically retrain and deploy model, and deploying features to
online feature store on a regular basis.

e Monitoring ML models in production is a must due to the natural
tendency that model performance will degrade. This requires regular
and proactive tracking of both the summary statistics of the data used
for predictions and the online model performance.

e Continuous ML model training is unique to ML systems. This
additional practice is the ability to automatically retrain and serve the
models with guardrails when there are any changes to the data, code,
and ML models.

Principles

In the “Engineering Discipline” section above, there were numerous discussions about
some of the best practices in the three disciplines that MLOps is built upon. This section
aims to codify some of those and include a few additional ones into a set of principles
that any MLOps adoption should consider.

These principles are meant to guide the MLOps practice in an organization. As
for the level of rigor of or focus on each principle, that will vary depending on that
organization’s Al strategy, objective, use cases, and culture.

Automation

Automation refers to the process of removing manual processes and humans involved
as much as possible and investing in process and tooling to carry out the critical steps in
ML development lifecycle. This includes execute, build, test, train, deploy ML artifacts,
such data, code, and ML models.

Some of the ML development activities need to run repeatedly on a certain cadence,
such as data pipelines, feature generation pipelines, model training pipelines, and more.
These activities will benefit the most from automation.
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The need for automation increases

e Asthe number of ML models reaches a point where manual
management becomes impractical and resource-intensive

o Asthe team member (data scientist, data engineer, ML engineer) size
reaches a point where manual coordination and communication
become more challenging, such as 10 or more

e Asthe organization relies more and more on the value that ML
models bring to the business

Automation provides fast feedback to participants in the ML project development
and thus increases the overall productivity and collaboration.

Versioning

The main artifacts in ML projects are data, code, and ML model. An MLOps best practice
is to treat these artifacts as first-class citizens, such as code in the DevOps discipline,
using version control systems.

Similar to the best practices for developing software systems, ML model training
code should go through a code review process, in addition to versioning, to make the
training of ML models auditable and reproducible.

One of the oldest stories in the ML practitioner community is about the inability
to reproduce or retrain an ML model because the original ML model author left the
company and the training code and metadata were never checked into a version control
system. This best practice should be able to help with this.

One of the challenges with versioning the training data is due to its size.

Experiment Tracking

As mentioned before, ML development is a scientific endeavor that is highly iterative
and experimental. Supporting this unique aspect of machine learning to enable data
scientists to quickly experiment, evaluate, and compare results, collaborating with other
data scientists, will require an easy way to track the metadata about the experiment, such
as used parameters, performance result metrics, model lineage, data, and code.

The benefits not only include reproducibility, but more importantly the traceability.
In addition, ML model exploration and iteration costs both money and time. Therefore,
anything that can be done to reduce money and time will bring efficiency to organizations.
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