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Preface 

This book is based on a select collection of contributions from the 2023 3rd Interna-
tional Conference on Artificial Intelligence, Robotics, and Communication (ICAIRC 
2023) held on December 22–24, 2023, at Xiamen, China. This book aims to present 
the essence of the academic conference and explore the importance, significance, and 
social impact of artificial intelligence, robotics, and communication technologies. 

With the rapid development of science and technology, artificial intelligence, 
robotics, and communication technology are increasingly becoming an indispensable 
part of our lives. Innovations and advances in these areas have not only changed our 
daily lives, but have also had a profound impact on society, economy, and culture. 
This book brings together papers from leading experts and researchers from around 
the world who have made significant breakthroughs and achievements in cutting-edge 
explorations in artificial intelligence, robotics, and communication. 

The content of this book covers topics on Edge Intelligence, Mobile Robotics, 
Robot Control, Visual Serving, Information Security, etc. Through rigorous research 
methods and empirical analysis, these papers demonstrate the wide application of 
artificial intelligence, robotics, and communication technologies in transportation, 
medical, industry, and other fields. They reveal the potential of these technologies 
and their ability to increase productivity, solve social problems, and improve people’s 
quality of life. 

We sincerely hope that this book will stimulate readers’ interest in artificial intelli-
gence, robotics, and communication technologies and promote exchanges and coop-
eration between academia and industry. We firmly believe that by sharing knowledge 
and experience, we can further advance these areas and contribute to building an 
intelligent, efficient, and sustainable society.
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vi Preface

Finally, we would like to thank all the authors and reviewers who contributed to 
this book. Their efforts and enthusiasm made the publication of this book possible. 
We hope this book will inspire you and serve as a reference for your exploration in 
the fields related to artificial intelligence, robotics, and communication. 
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Beni-Mellal, Morocco 
Athens, Greece 
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Generalization Method of Virtual Test 
Scenarios for Autonomous Vehicles 

Zhe Tan, Zhimin Bai, Qiang Yang, and Xiaojuan Li 

Abstract Automatic driving is an inevitable development trend in the traffic field. 
However, unlike traditional driving modes, lots of simulation test scenarios for 
autonomous vehicles are required before the operation in real environment to ensure 
the safety during the actual operation. At present, the actual environment testing 
method has high cost and low efficiency and cannot test a large number of test 
scenarios within a certain time period. Therefore, the paper mainly studies the gener-
alization method of virtual test cases for autonomous vehicles. The test scenarios are 
divided into three types: functional scenario, logical scenario, and concrete scenario. 
The main indicators of the actual test environment and their hierarchical relation-
ship are analyzed, and the indicator hierarchical model is established. Based on the 
hierarchical relationship of different indicators and multi-tree building method, the 
paper studies the generalization method of functional scenarios. Then, the distri-
bution functions and values’ range of parameters are obtained by extracting and 
analyzing the quantifiable parameters of function scenario, and the logical scenarios 
are obtained. Within the range of different indicators, the selection method of specific 
values is studied. By analyzing the spatial relationship between different parameters, 
the combination method between these parameters is determined, and the concrete 
scenarios that can be used in actual test cases are obtained. Finally, the feasibility of 
the proposed method is verified by a case study. 

1 Introduction 

The virtual simulation test of the scenario is important for autonomous vehicles. 
Before the autonomous vehicles operate in the real traffic environment, the test 
and evaluation for the security of the autonomous vehicles is critical. Nowadays,
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automated or semi-automated automobile testing lines are widely used in many mass-
produced automobile factories. And this will inevitably generate a lot of costs and 
uncertainty. Therefore, the paper proposes a generation method of virtual scenarios 
for autonomous vehicles. 

The PEGASUS project developed a verification framework for the issuance 
process of autonomous vehicles. Pütz [1] introduced the database entity and proce-
dure of the PEGASUS project. Staplin [2] developed a test scenario framework 
that incorporates elements of each operational components. The framework used a 
checklist-type approach to identify high-level scenario tests by specifying relevant 
tactical maneuvers. Zhou [3] elaborated and compared the latest developments of 
five simulation test methods for autonomous vehicles in order to test and verify 
the rationality and stability of algorithms and system more efficiently. Menzel [4] 
divided the scenarios into three categories: functional scenarios, logical scenarios, 
and concrete scenarios, and introduced the conversion relationship among these three 
types of scenarios. Wang [5] proposed a test scenario generation system and method 
for the autonomous vehicles. This system included some function modules such as 
test content generation module, test scenario base, test scenario layout module, and 
test route generation module. Xia [6] provided a method to generate more effec-
tive and compact test scenarios for intelligent driving systems. An index is firstly 
proposed to measure the complexity of scenario by AHP method. And the compli-
cated cases are preferred to be clustered together into continuous scenarios. Ni [7] 
proposed an improved deep network-based scene classification method. An improved 
faster region with convolutional neural network features (RCNN) network is used 
to extract the features of representative objects in the scene. Zhu [8] proposed that 
the test scenario for autonomous vehicles is a combination between the driving 
environment and the driving situation. By analyzing virtual technology of scenarios 
for autonomous vehicles, the test scenarios were built based on the elements data 
collection. Shu [9] screened out basic test scenario groups which could cover various 
levels and functions of the real driving environment by determining complex scenario 
groups and selecting parameter combination criterion. Wei [10] combined two 
methods, traffic data-driven basic scene construction and mechanism and theory-
based logical scenario construction, to obtain a basic scenario composed of several 
traffic accident feature variables. The other traffic participants combine their move-
ment directions around the main vehicle in the basic scenario, in order to gener-
alize more logical scenarios. Zhang [11] proposed a road testing scenario for L3-
level autonomous driving highways based on the application scenarios of L3-level 
autonomous driving highways, including emergency response of autonomous driving 
vehicles, human intervention capabilities, and comprehensive driving capabilities 
and testing items. 

The paper studies the generalization method of simulation test scenarios for 
autonomous vehicles. Through the abstraction of the actual scenario, the relevant 
indicators of the test scenario are established, and the hierarchical relationship 
between the indicators is analyzed. In this paper, the scenarios are divided into three 
levels according to the demand which are functional scenario, logical scenario, and 
concrete scenario. And the generation method for these different scenarios is studied.
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The functional scenario is a structured informal description. The data of functional 
scenario is analyzed and clustered through the actual road conditions. Based on func-
tional scenarios, the parameters’ distribution and space of each scenario are analyzed, 
and the logical scenarios are obtained. Then, based on the logical scenarios, the 
specific value selection method is studied by the parameter distribution function. 
And the concrete scenario can be obtained by selecting and reorganizing the discrete 
parameter values. 

2 Indicators Hierarchical Model 

Each virtual test scenario has different parameters, mainly including road geometric 
parameters, traffic flow parameters, environmental parameters, and autonomous 
vehicle parameters. The paper determines the hierarchical relationship of these 
parameters for generating different test scenario. The indicators of each level for the 
different test scenario are shown in Table 1. According to the indicators hierarchical 
model, the tree model can be built for generating different test scenario. By searching 
the sequence of the multi-tree parameters, the different functional scenarios can be 
obtained. For the same level, the different scenarios are generated simultaneously, 
such as four different scenarios can be obtained in Level 3. For the different levels, 
the indicators can be added in the scenarios generated by the upper level, and the 
new scenarios can be obtained.

3 Functional Scenario Construction 

The function scenarios can be generated as follows. 

1. The basic scenarios are generated by Levels 1–4 for different road conditions. 
And the different conditions of traffic signs and lines are added to Level 5. 

2. Based on the scenarios of different road conditions, the indicators of traffic flow 
are added to Levels 6–8. The position relationship between the two vehicles (test 
vehicle and the surrounding vehicle) can be confirmed by the position relationship 
matrix. Then the different behaviors of the surrounding vehicles are added to 
generate the different scenarios. Finally, the behaviors of the test vehicle are 
selected by the behavior correlation matrix of the surrounding vehicle and the 
test vehicle. And the new scenarios by considering the behavior of vehicles in 
the avoidance area and the behavior of test vehicles are generated. 

3. Based on the above scenarios, the environmental indicators of Level 9 are added. 
Environmental scenarios mainly include rainy, snowy, strong wind, and foggy 
weather. And the new scenarios for the night driving are generated by Level 9 
and Level 10.
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Table 1 Indicators of each level 

Level 
1 

Scenario Linear geometry 

Indicators Curve radius, curve corner, super high, widening, slope, slope length 

Level 
2 

Scenario Cross section 

Indicators Road width, lane width, road shoulder, road smoothness, road anti-skid 
performance, maximum speed limit, minimum speed limit 

Level 
3 

Scenario Intersection Flyover Bridge Tunnel 

Indicators Left-turn lane, 
right-turn lane, 
signal lights, traffic 
police command 

Ramp curve radius, ramp 
longitudinal slope, ramp 
slope length, merging zone, 
diverging zone 

Bridge head 
curve, 
bridge slope 

Tunnel 
length, 
tunnel 
lighting 

Level 
4 

Scenario Road obstacles 

Indicators Road traffic accidents, moving objects on the road, construction occlusion 

Level 
5 

Scenario Traffic signs and lines 

Indicators Warning sign, prohibition sign, mandatory sign, guide sign, tourist sign, 
road construction safety sign, auxiliary sign, no marking, indicating 
marking, warning marking 

Level 
6 

Scenario Types of traffic participants 

Indicators Motor vehicles, motorcycles, bicycles, pedestrians 

Level 
7 

Scenario Test vehicle behavior Surrounding vehicle 
behavior 

Indicators Acceleration, deceleration, synchronization, go 
straight, cut in, cut out 

Acceleration, 
deceleration, 
synchronization, go 
straight, cut in, cut out 

Level 
8 

Scenario The second action of the test vehicle 

Indicators Emergency deceleration, emergency lane change 

Level 
9 

Scenario Rain Snow Wind Foggy 

Indicators Rainfall, drainage Snowfall, snowmelt degree Wind force, 
wind speed, 
wind 
direction 

Visibility, 
tire slip 
degree 

Level 
10 

Scenario Night driving 

Indicators Light intensity

The specific algorithm steps of the functional scenario are as follows: 

Step 1: Define parameter xd i j  as 0–1 variable, 

xd i j  =
{
1 xi j  exist or function in the scene d 

0 or
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Step 2: The indicators relationship set of the functional scenario is built based on 
the principle of multi-tree construction as follows. 

Step 2.1: Define the index xi j  of each node, i is the Number of the level and 
the j is the Number of the indicators for each level. 
Step 2.2: Add a domain for recording node names. 
Step 2.3: Increase the array used to store the address of the child node. 
Step 2.4: Read the data file and build a multi-tree. 

Step 2.4.1: Reading start from the index with i = 0 and j = 1, name the 
index of this layer as the j-th layer index, and name the index of this layer 
as the parent node. Then read the next level child nodes of the j-th level 
indicator in turn. 
Step 2.4.2: Determine the functional variables of the sub-node xi j  of the 
j-th level index. 
Step 2.4.3: Let  := j + 1. 
Step 2.4.4: Read each node index xi j  of the j-th level in turn, and assign 
each node index as a child node to its corresponding parent node in the j-1th 
level index. 
Step 2.4.5: Judge whether the j-th layer is a bottom node, if it is, turn to 
Step 2.4.6, otherwise turn to Step 2.4.3. 
Step 2.4.6: Let  i = i + 1 (i < = 10) and turn to the Step 2.4.1. 

Step 3: Based on the deep search algorithm for the multi-tree, by judging the 
value of the function variable, the function scenarios set is established. 

Step 3.1: Define an empty set of functional scenario Z. 
Step 3.2: Visit the vertex node of the multi-tree x01. 
Step 3.3: Starting from the currently specified starting vertex, if there is any 
adjacent vertex of the currently visited vertex that has not been visited, choose 
one to visit; otherwise, return to the most recently visited vertex until there 
is a path connected to x01 in the multi-tree. The nodes are all visited. And in 
the sequential access, the functional variables of xi j  = 1 are included in the 
variable set Z. 
Step 3.4: Judge whether there are any nodes in the multi-tree that have not been 
visited at this time. If yes, choose one of the unvisited vertices as the starting 
vertex and visit it, turn to Step3.3, otherwise, turn to Step4 when the traversal 
ends. 

Step 4: Update the functional scenario set Z.
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4 Logic Scenarios Construction 

By analyzing the specific parameters that can be collected from the actual environ-
ment, the distribution range of each parameter can be determined. And the distribution 
of each key parameter is calculated. Determine the value a% according to the value 
range of each parameter when generating a concrete scenario. That is the proportion 
of the statistical values of parameter needs more than a%. Based on the distribution, 
the continuous rate of change can be calculated and parameter range can be obtained. 

Specific steps of logical scenario generation as follows: 

Step 1: Select a certain functional scenario to generalize the logical scenarios. 
Step 2: Extract and classify the relevant parameters of the functional scenario. 

Step 2.1: Create two empty sets, set M and set N. 
Step 2.2: Classify the extracted relevant parameters into two categories: basic 
function parameters that are not generalizable and variable parameters that can 
be generalized. List the non-generalizable basic function parameters into the 
set M, and list the generalizable variable parameters into the set N. 

Step 3: Extract the parameter value of each generalizable variable parameter in 
the set N in the real environment in turn, and determine the range of each optional 
parameter set. 

Step 3.1: The parameters in the set N are marked as i, and xi represents the i-th 
parameter (i = 1 · · · · · ·n). 
Step 3.2: Set: i = 0. 
Step 3.3: Let:  i = i + 1. 
Step 3.4: Extract the parameter value of parameter xi in the real environment. 
Step 3.5: Perform numerical fitting on the obtained parameter values in the 
real environment to obtain the probability density function of the normal 
distribution f (x). 
Step 3.6: Determine the acceptable probability section of the parameter 
according to the parameter value of the probability distribution function had 
been obtained. 
Step 3.7: Judge whether i = n, if it is, turn to Step4, otherwise, turn to Step3.3. 

Step 4: According to the determined specific values of the parameters in the set 
N and the basic function parameter values in the set M, the logical scenarios can 
be obtained. 

5 Concrete Scenarios Construction 

According to the parameter distribution range analyzed above, the parameter change 
trend function and parameter probability are established. Let xi represent the i-th 
parameter and f (xi) represent the probability density function of parameter xi. The
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Fig. 1 Example of specific 
value selection method 

f(xi) 

xi n2 n3 n4 n5n1 

density function can be extracted by the parameter extraction method in the logical 
scenario. 

As  shown in Fig.  1, take the normal distribution as an example. For the parameter 
distribution interval, it is equally divided into N parts. It is assumed that the selected 
number of parameters in each part obeys a uniform distribution. The number of 
specific parameters selected in the j-th part obeys the uniform distribution of Uj as 
Formula (1). 

N j = U j ( f (xi )n j , f (xi )n j+1 ), j = 1...N − 1 (1)  

According to the number of values and value ranges of each part, the specific 
values of the parameters are selected on average. And the concrete scenario can be 
obtained. 

The interval section expression mode [n j , n j+1)( j = 1, 2, 3 · · · · · ·) represents 
the value ranges of the j-th part. m j is the number of values for the j-th part. The a j 
is the value set of the j-th part represented by Formula (2). Set A is the total value 
set represented by Formula (3). If the value produces a decimal when dividing an 
integer, the decimal is rounded down to an integer. 

a j =
{
n j , n j + 

n j+1 − n j 
m j 

, n j + 
n j+1 − n j 

m j 
∗ 2, n j 

+ 
n j+1 − n j 

m j 
∗ 3, · · ·, n j+1 − n j 

m j 
∗ (m j − 1)

}
(2) 

A = {a1, a2, a3, · · ·} (3)
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Fig. 2 Different road conditions for the functional scenarios 

6 Case Study 

6.1 Functional Scenario Generation 

The functional scenario of different road conditions, traffic flow conditions, and 
environmental conditions can be generated by the methods shown in Figs. 2, 3, and 4.

6.2 Examples of Logical Scenarios Generalization 

According to the functional scenario, the parameter value analysis is performed for 
the parameter whose value is 1 for each functional scenario. The generation method 
of logic scenario is analyzed by the traffic part of one functional scenario. 

In order to explain the parameters’ definition of the logical scenarios, the paper 
takes the scenario that the surrounding vehicle cuts in as the case to analyzing. 
As shown in Fig. 5, the black vehicle slows down and cuts into the front of the 
test red vehicle. For keeping a safe distance, the test vehicle needs to decelerate.
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Traffic scene construction 

Surrounding vehicle behavior 

Acceleration  (1) 

Deceleration (1) 

Synchronization (1) 

Go straight (1) 

Cut in (1) 

Cut out (1) 

Motor vehicle Electric vehicle Bicycle Pedestrian 

Go straight (1) 

Cut in (1) 

Cut out (1) 

The second action of the test 
vehicle 

Emergency deceleration (1) 

Emergency lane change (1) 

Test vehicle behavior 

Acceleration (1) 

Deceleration (1) 

Synchronization  (1) 

Fig. 3 Function scenario of different traffic conditions 

Envirnmental factor 

Wind 

Rainfall (0) 

Road area water volume (0) 

Snowfall (0) 

Snow melting degree (0) 

Road area snow degree (0) 

Wind force (1) 

Wind speed (1) 

Wind direction (1) 

Visibility (0) 

Tire slip degree (0) 

Foggy 

Rainfall (0) 

Road area water volume (0) 

Snowfall (0) 

Snow melting degree (0) 

Road area snow degree (0) 

Wind force (0) 

Wind speed (0) 

Wind direction (0) 

Visibility (1) 

Tire slip degree (1) 

Sunny 

Rainfall (0) 

Road area water volume (0) 

Snowfall (0) 

Snow melting degree (0) 

Road area snow degree (0) 

Wind force (0) 

Wind speed (0) 

Wind direction (0) 

Visibility (0) 

Tire slip degree (0) 

Night driving 

Light intensity (1) 

Snow 

Rainfall (0) 

Road area water volume (0) 

Snowfall (1) 

Snowmelt degree (1) 

Snow degree of road area (1) 

Wind power (0) 

Wind speed (0) 

Wind direction (0) 

Visibility (0) 

Tire slip degree (0) 

Rain 

Rainfall (1) 

Road area water volume (1) 

Snowfall (0) 

Snow melting degree (0) 

Snow degree of road area (0) 

Wind power (0) 

Wind speed (0) 

Wind direction (0) 

Visibility (0) 

Tire slip degree (0) 

Fig. 4 Function scenario of different environment conditions
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Fig. 5 Location relationship of the vehicles 

The specific parameters required for this scenario include: the initial speed of the 
autonomous vehicle (V0), the initial lateral distance (Dy), the initial longitudinal 
distance (Dx) between the test vehicle and the surrounding vehicle, lateral velocity 
(Vy), and relative longitudinal velocity (Ve). 

Based on the verification of real traffic data, the parameter distribution is automat-
ically analyzed, and the concrete scenario parameter distribution is extracted. The 
distribution and range of cut-in scenario parameters are obtained by applying the 
automatic analysis process to the real traffic data. 

For the above parameters, the distribution and value ranges of some of the available 
parameters are shown in Table 2. Take the proportion of the parameter as more than 
5%. The value ranges of the following specific parameters are obtained as in Table 2.

6.3 The Concrete Scenarios Generalization 

According to the logical scenario, the specific values of each parameter are analyzed 
for the concrete scenarios. 

(1) Initial Vehicle Speed 

The probability density function of the normal distribution can be obtained 
by the function distribution in Table 2 and can be calculated as: f (v0) = 

1 √
2πσ  exp

(
− (v0−μ)2 

2σ 2

)
. The parameters can be obtained such as: μ = 37.23, σ  = 

14.96. Therefore, the probability density function of this parameter is. 

f (v0) = 1 √
2π14.96 

exp

(
− 

(v0 − 37.23)2 

2 × (14.96)2

)

The speed values are divided into 7 parts. The range of each part is 10. The 
probability density function is used to calculate the number of values in each speed 
part. Assume that the total value is 30, and the specific value in each speed interval 
is uniformly distributed.
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(2) Relative Velocity of Vehicles 

The probability density function of the normal distribution can be obtained by 
the function distribution in Table 2. The parameters can be obtained such as: 
μ = 0.094, σ  = 2.875. Therefore, the probability density function of this parameter 
is 

f (v0) = 1 √
2π 2.875 

exp

(
− (v0 − 0.094)2 

2 × (2.875)2

)

The relative speed values are divided into 9 parts. The range of each part is 2. 
Assume that the total value is 30, and the specific value in each relative speed part is 
uniformly distributed. 

(3) Longitudinal Distance 

Assuming that the initial distance of the vehicles obeys a uniform distribution, the 
distance value is divided into 6 parts, and the range of each part is 10. Then the 
number of values for each part is calculated as nx=Nsum∗Pi j  by the probability 
density function. Assume that the total value is 30. 

(4) Lateral Velocity 

Assuming that the initial distance of the vehicles obeys a uniform distribution, the 
distance value is divided into 10 parts, and the range of each part is 0.2. Then the 
number of values for each part is calculated as nx=Nsum∗Pi j  by the probability 
density function. Assume that the total value is 30. 

(5) Scenarios Integration by Parameters’ Relationship 

According to the above results, the specific value range of each parameter has 
been obtained. When generalizing concrete scenarios, specific test scenarios can be 
obtained by sequentially taking values for each parameter. The relationship between 
the longitudinal distance between the two vehicles and the relative speed of the 
vehicle can be obtained by calculation as shown in Formula (4). 

dx = 
1 

2 
∗ |v0 − ve0| ∗  t (4) 

When determining the specific value of each parameter, the initial speed of the 
vehicle can be selected from the specific value set in Table 3 (in this study, it is 
assumed that the initial speed of each vehicle is the same), and the relative speed of 
the two vehicles can be selected from the specific value set in Table 4. The longitudinal 
distance between the two vehicles can be calculated from the selected vehicle relative 
speed and Formula (4). The calculated longitudinal distance is corrected according 
to the values listed in the specific value set in Table 5, and the value is ±0.3. (If the 
difference between the calculated longitudinal distance and a certain value listed in
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the specific value set in Table 5 is between ± 0.3 (including ± 0.3), the calculated 
longitudinal distance is set as the acceptable vehicle longitudinal distance.) The value 
of each parameter in some concrete scenarios is shown in Table 3. 

Table 3 Values of various parameters in some concrete scenarios 

No. Initial 
vehicle 
velocity 
(km/h) 

Velocity 
of 
vehicles 
(m/s) 

Longitudinal distance between two vehicles (m) Number of 
concrete 
scenarios 

1 15, 20, 
22, 23, 
25, 27, 
28, 30, 
31, 33, 
34, 35, 
36, 38, 
39, 40, 
41, 43, 
44, 46, 
47, 49, 
50, 53, 
55, 58, 
60, 65, 
70, 80 

±6 3.3, 14.8, 18, 24.2, 27, 29.8, 45 30 * 2 * 7  

2 ±4 1.7, 8.3, 10, 14, 18, 24.2, 29.8, 40, 50 30 * 2 * 9  

3 ±3 1.7, 3.3, 10.8, 13.2, 14.8, 16.4, 18, 19.6, 22.8, 24.2, 
25.6, 27, 28.4, 29.8, 45 

30 * 2 * 15  

4 ±1.5 1.7, 3.3, 5, 6.7, 8.3, 10, 10.8, 13.2, 14, 14.8, 15.6, 16.4, 
17.2, 18, 18.8, 19.6, 
22.8, 24.2, 25.6, 27, 28.4, 29.8, 35, 40, 45, 50, 55 

30 * 2 * 27  

5 ±0.5 1.7, 3.3, 5.0, 6.7, 8.3, 10, 10.8, 11.6, 12.4, 13.2, 14, 
14.8, 15.6, 16.4, 17.2, 18, 18.8, 19.6, 21.4, 22.8, 24.2, 
25.6, 27, 28.4, 29.8, 35, 40, 45, 50, 55 

30 * 2 * 30  

6 ±1.14 1.7, 3.3, 5, 6.7, 8.3, 10, 10.8, 11.6, 12.4, 13.2, 14, 14.8, 
15.6, 16.4, 17.2, 18, 18.8, 19.6, 21.4, 22.8, 24.2, 25.6, 
27, 28.4, 29.8, 35, 40, 45, 50, 55 

30 * 2 * 30  

7 ±3.2 1.7, 3.3, 5.0, 6.7, 8.3, 24.2, 25.6, 27, 35, 40, 45 30 * 2 * 11  

8 ±8 8.3, 24.2, 40 30 * 2 * 3  

Table 4 Relative speed value 

Relative velocity 
(km/h) 

Probability Number of 
values 

Correction 
number 

Specific value set (km/ 
h) 

[−10 ~ −8] 0.017 1 0 {−} 

(−8 ~  −6] 0.035 1 1 {6} 

(−6 ~  −4] 0.059 2 2 {−5, −4} 

(−4 ~  −2] 0.127 4 4 {−3.5, −3, −2.5, −2} 

(−2 ~ 0] 0.270 8 8 {−1.75, −1.5, −1.25, 
−1, −0.75, −0.5, − 
0.25, 0} 

(0 ~ 2] 0.243 7 7 {0.29, 0.57, 0.86, 1.14, 
1.43, 1.71, 2} 

(2 ~ 4] 0.162 5 5 {2.4, 2.8, 3.2, 3.6, 4} 

(4 ~ 6] 0.059 2 2 {5, 6} 

(6 ~ 8] 0.029 1 1 {8}
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Table 5 Longitudinal distance value 

Longitudinal 
distance (m) 

Frequency Probability Number of 
values 

Specific value set (m) 

[0–10] 135 0.2246 6 {1.7, 3.3, 5.0, 6.7, 8.3, 
10} 

(10–20] 232 0.3851 12 {10.8, 11.6, 12.4, 
13.2, 14, 14.8, 15.6, 
16.4, 17.2, 18, 18.8, 
19.6} 

(20–30] 135 0.2246 7 {21.4, 22.8, 24.2, 
25.6, 27, 28.4, 29.8} 

(30–40] 42 0.0697 2 {35, 40} 

(50–60] 39 0.0642 2 {45, 50} 

(50–60] 20 0.0323 1 {55} 

7 Conclusion 

With the rapid development of autonomous driving technology, the testing and eval-
uation of autonomous vehicles have become a key issue in technology develop-
ment. And scenario-based testing methods have become an important problem for 
autonomous driving technology. This paper studied the generalization method of 
test virtual scenario for autonomous vehicles. The scenarios were divided into func-
tional scenarios, logical scenarios, and concrete scenarios. The theoretical methods 
for generating the different types of test scenarios were introduced. This method can 
make the test for autonomous vehicles easily and quickly by the virtual simulation. 
And the tester can establish test scenarios and obtain scenario data with a short time 
and small cost. 
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