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Preface 

This volume of Lecture Notes in Networks and Systems is dedicated to the 5th Inter-
national Conference on Advances in Distributed Computing and Machine Learning 
(ICADCML 2024). The ICADCML 2024 is an annual forum that aims to bring 
together ideas, innovations, lessons, etc. associated with distributed computing and 
machine learning, and their application in diverse areas. Distributed computing 
performs an increasingly important role in recent computing trends along with 
machine learning (ML). This conference aspires to stimulate research in Advances 
in Distributed Computing and Machine Learning. The conference was organized by 
the School of Electronics and Engineering, VIT-AP University, India, in Collabora-
tion with College of Engineering, San Diego State University, USA, during January 
05–06, 2024. Since 2020, ICADCML conference series has been a global plat-
form for computer science researchers to exchange research results and ideas on 
the foundations and applications of distributed computing and machine learning. 

With a history of 37 years of innovation in educational and research domain, VIT 
has been a forerunner in delivering quality education. Consistently ranked among 
the top educational institutes in the country, the VIT group of institutions have had 
a proud tradition of pursuing knowledge and excellence. In keeping with this tradi-
tion, the leadership at VIT-AP resonates with a dynamic blend of academic initiative 
and industry partnership with a vision of creating one of the finest academic desti-
nations in the world. The VIT-AP campus, which is poised to become one of the 
country’s best campuses, offers several avenues to explore your interests, identify 
core competencies, and engage in an evolving lifecycle of education and growth. 

Since its inception in 1961, the College of Engineering, San Diego State Univer-
sity, has evolved into a top choice for serious engineering students and researchers 
from all over the globe. College of Engineering, SDSU, delivers a broad-spectrum, 
world-class engineering education, combined with practical research experience. The 
College of Engineering, SDSU, is dedicated to innovative education, discovery, and 
dissemination of knowledge. SDSU equips students to think with internal perspec-
tive, to design solutions that meet human and societal needs, and to create economic 
value that helps sustain the San Diego region and beyond.
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vi Preface

We would like to convey our earnest appreciation to all the authors for their 
contributions to this book. We would like to extend our gratitude to all the reviewers 
for their constructive comments on all papers, especially we would like to thank 
the organizing committee for their hard work. Finally, we would like to thank the 
Springer publications for producing this volume. 
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Comparative Analysis of Deep 
Learning-Based Hybrid Algorithms 
for Liver Disease Prediction 

Dhruv Umesh Sompura, B. K. Tripathy , Anurag Tripathy, 
and Ishan Rajesh Kasat 

Abstract The liver is the largest and one of the most important organs inside the 
human body and its disorder affects the functioning of vital activities of the body. 
However, India alone has more than a million people diagnosed with liver diseases 
each year; hence, it is important to detect them at an early stage. We need an automa-
tized process that can predict the symptoms of liver diseases and this can be done using 
machine learning algorithms or more specifically Deep Neural Network (DNN) algo-
rithms. While these algorithms are used by researchers, their accuracies are low in the 
context of the security of humans being involved in the process. In this paper, we try 
to propose hybrid deep learning algorithms, which have higher degrees of accuracy. 
We have used three hybrid algorithms: CNN combined with LSTM (99.02%), CNN 
combined with GRU (98.38%), and CNN combined with RNN (99.48%). Experi-
mental results establish that these accuracies, especially in the model where CNN is 
combined with RNN, are much higher than those of the existing algorithms in the 
literature. The methods used to achieve the results which involve preprocessing the 
data, feature selection, training, and testing followed by the use of the hybrid models, 
and then finally, the results obtained are analyzed using various metrics. 
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1 Introduction 

The liver, the largest internal organ of the body, carries out essential biological 
processes such as creating glycogen, bile secretion, triglyceride and cholesterol 
production, and blood clotting factors. Usually, more than 75% of the liver’s tissue 
is compromised before a decline in liver function becomes serious. Therefore, it is 
essential to start treating illnesses as soon as they are discovered in order to prevent 
them from getting worse. 

Deep learning (DL) is a subtopic of machine learning that mimics the human brain 
to process data by integrating data to create accurate predictions [1]. Incorporating the 
concept into the artificial neural network context, the Deep Neural Networks’ (DNNs) 
models [1] have been framed. The human brain follows the deep learning process 
in its cognitive processes. There are several special types of DNNs; Convolutional 
Neural Networks (CNNs) [2], Recurrent Neural Networks (RNNs) [3], Generative 
Adversarial Neural Networks [4], and so on. DNN models have been found to be 
efficient in image processing and classification [5, 6]. Also, there are several other 
applications of DNN models. DNN models have more hidden layers than normal 
ANNs [7]. The number of hidden layers is to be selected judiciously so that at the 
same time it does not increase the complexity and improves accuracy. Deep learning 
algorithms rely on large amounts of data and work multiple times, always tweaking to 
improve results. Deep learning techniques have become very important in health care 
nowadays for disease prediction from medical datasets [8–12]. Classification of data 
is an important activity in data mining. Among various DL techniques, classification 
algorithms are widely used in disease prediction. There are several popular machine 
learning algorithms like: K-Nearest Neighbors (KNNs), Support Vector Machine 
(SVM), Random Forest (RF), Naive Bayes Classifiers (NBCs), etc. Hybrid models 
are usually more efficient than individual components if the strong points of the 
component models are taken into account while making the hybridization. We have 
studied the same and made some points on it. It is our aim in this work to form 
hybrid DNN-based algorithms and find their predictive accuracy in order to suggest 
the most suitable one for practical applications. 

2 Literature Review 

The study conducted by [13] employed machine learning techniques such as Logistic 
Regression (LR), K-Nearest Neighbors (KNNs), Support Vector Machines (SVMs), 
Decision Trees (DTs), Naive Bayes (NB), and Random Forest (RF). The performance 
of these algorithms was evaluated and compared using several metrics, including F1-
score, recall, precision, and accuracy. The objective of the study was to minimize the 
expenses associated with liver disease diagnosis [14] by employing machine learning 
algorithms to accurately classify patients as either liver patients or non-liver patients.
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Logistic Regression is employed in order to do a comparative analysis of the find-
ings vis-à-vis those of other scholars. The results of the study indicated that Logistic 
Regression exhibited superior accuracy compared to the Naïve Bayes Classifier, 
Decision Tree, Support Vector Machine (SVM), Artificial Neural Network (ANN), 
and K-Nearest Neighbors’ (KNNs) algorithms. The study used the Naïve Bayes and 
Support Vector Machine (SVM) classifier algorithms to predict and analyze liver 
disease, as described in Ref. [15]. The text highlights the presence of two primary 
factors that play a significant role in comprehending the appropriateness of the sepa-
rate methodologies: the duration required to carry out the prediction process and 
the precision of the predictive outcomes. The superiority of the SVM classification 
algorithm is evident due to its consistently high accuracy rates. However, in terms of 
the execution time of the predictive process, the Naive Bayes classifier demonstrates 
more applicability as it has the shortest execution time. In Ref. [16], Decision Tree 
methods were employed for the purpose of classification and thereafter evaluated 
in terms of seven performance indicators, including accuracy percentage (ACC%), 
mean absolute error (MAE), precision (PRE), recall (REC), F-measure (FME), Kappa 
Statistics, and runtime. The algorithms employed in the study included J48, LMT, 
Random Tree, Random Forest, REPTree, Decision Stump, and Hoeffding Tree. The 
analysis demonstrates that the Decision Stump technique yields superior accuracy 
compared to other techniques. The study conducted in Ref. [17] employs a software 
engineering methodology that incorporates categorization and feature selection tech-
niques. This study examines the performance of six classification methods, namely 
J48, Random Forest, Logistic Regression, SMO (Support Vector Machine), IBk (k 
closest Neighbor), and Naïve Bayes, in relation to the Indian Liver Patient Dataset 
(ILPD). The process of creating intelligent liver disease prediction software (ILDPS) 
involves the utilization of feature selection and classification prediction algorithms, 
which are based on a software engineering model. The present study centers on 
the creation of software designed to facilitate the prediction of disease severity by 
analyzing a range of symptoms. 

The methodology suggested in the aforementioned study [18] involves  
constructing classification models for the purpose of forecasting the fate of liver 
disease. The construction of the model involves the utilization of four distinct phases. 
The initial step is the use of the first min–max normalization method on the orig-
inal liver patient datasets obtained from the UCI repository. In the second phase, 
the utilization of Particle Swarm Optimization (PSO) for feature selection results 
in the acquisition of a subset of the liver patient dataset. This subset is produced 
from the entire normalized liver patient datasets and consists solely of attributes that 
are deemed significant. In the third phase, the dataset is subjected to categorization 
algorithms. During the fourth phase, the accuracy will be determined by calculating 
the root mean square value and the root mean error value. The J48 method is widely 
regarded as a high-performing algorithm, particularly when used in conjunction with 
Particle Swarm Optimization (PSO) for feature selection. Ultimately, the assessment 
is conducted utilizing accuracy metrics. The results of the experimental research 
indicate that the J48 algorithm exhibits superior performance compared to all other 
categorization algorithms. The application of a genetic algorithm [19] was employed
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to optimize the boosted C5.0 algorithm, resulting in the generation of rules specifi-
cally tailored for the detection and diagnosis of liver illness. The established princi-
ples for liver disease diagnosis are deemed ideal and accurate when compared with 
other offered methodologies. The application of a genetic algorithm has resulted in a 
significant reduction in the number of rules, decreasing from an initial count of 92 to 
a final count of 24. The statistical metrics indicate that the suggested method exhibits 
superior performance compared to boosted C5.0, and it also requires a considerable 
amount of time for diagnosis. In a previous study, a range of classification algo-
rithms including Naïve Bayes, Decision Tree, Multi-layer Perceptron, and k-NN 
were examined and evaluated [20]. A comparison examination reveals that Naïve 
Bayes demonstrates superior precision compared to other algorithms. However, in 
terms of criteria such as recall and sensitivity, Logistic Regression and Random 
Forest have advantages over other algorithms. The research conducted by the authors 
in Ref. [21] examined many algorithms, including C4.5, Naive Bayes, Decision 
Tree, Support Vector Machine, Backpropagation Neural Network, and Classifica-
tion and Regression Tree Algorithms. It has been observed that the C4.5 algorithm 
yields superior outcomes in comparison to alternative algorithms. In the future, it 
is possible to develop an enhanced version of the C4.5 algorithm by incorporating 
different parameters. The authors of the study introduced a liver disease prediction 
system named Modified Convolutional Neural Network-based liver disease predic-
tion system (MCNN-LDPS) in Ref. [16]. The purpose of this system was to achieve 
precise liver disease prediction outcomes. Upon investigation, it is evident that the 
MCNN-LDPS approach demonstrates superior outcomes in terms of heightened 
accuracy and precision. The present study involved a comparative comparison of the 
performance of the research method under investigation and the established multi-
layer perceptron neural network (MLPNN). The issue of spatial invariance of the 
input data sample in relation to the lack of ability has been addressed in this study by 
the integration of a genetic algorithm with a Convolutional Neural Network (CNN). 

3 Proposed Algorithm 

3.1 Existing Methods

• Classified liver disease using artificial neural networks’ (ANNs) classification 
algorithm resulted in low accuracy.

• The testing accuracies of the MLP, SMO and Logistic Regression method were 
found to be 77.54%, 71.36% and 74.36% respectively.

• We are going to use the following hybrid deep learning algorithms for our work 
and compare their accuracies.
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3.2 LSTM-CNN 

Numerous methods exist for boosting model performance, including alterations to 
batch size, epochs, dataset refinement, adjustments to the training, validation, and 
test dataset ratios, modification of loss functions, and varying model architectures, 
among others. In this study, we aim to enhance model performance by specifically 
modifying the model’s architecture. Our focus is on assessing whether the CNN-
LSTM model can offer superior predictions of liver disease cases when compared 
to the LSTM model. The CNN layers are responsible for feature extraction from the 
input data, while the LSTM layers facilitate sequence prediction. 

3.3 CNN + GRU 

To leverage the strengths of the Gated Recurrent Unit (GRU) module, adept at 
handling time sequence data, and the CNN module, a hybrid neural network called 
GRU-CNN was introduced. The inputs comprise time series data from the energy 
system and information from the spatiotemporal matrix, with the goal of predicting 
future load values. The CNN component excels at processing two-dimensional data, 
including spatiotemporal matrices and images. It employs local connections and 
shared weights to directly extract local features from spatiotemporal matrix data, effi-
ciently representing them through convolution and pooling layers. The CNN module 
consists of two convolution layers, each followed by pooling, and the resulting high-
dimensional data is flattened to one-dimensional data before being fed into a fully 
connected layer. Conversely, the GRU module’s purpose lies in capturing long-term 
dependencies. It accomplishes this by learning valuable information from histor-
ical data through memory cells over extended periods, allowing it to forget irrelevant 
information over time. The GRU module takes time series data as input and comprises 
multiple gate recursion units, with their outputs connected to fully connected layers. 
Ultimately, the load prediction result is obtained by averaging across all neurons 
within the fully connected layer. 

3.4 CNN + RNN 

The proposed model harnesses the strengths of both Convolutional Neural Networks 
(CNN) and Long Short-Term Memory networks (LSTM). Initially, a Conv1D CNN 
layer is utilized to process input vectors, focusing on extracting local features found 
at the text level. The output of this CNN layer, which comprises feature maps, is 
subsequently fed into the RNN layer, consisting of LSTM units or cells. Here, the 
RNN layer capitalizes on the local features obtained from the CNN layer, enabling 
the model to grasp and model long-term dependencies within these local features.
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Fig. 1 Various layers for hybrid deep learning algorithms 

By combining CNN’s proficiency in capturing local patterns and LSTM’s ability to 
capture sequential dependencies, the proposed model achieves a balanced approach 
to understanding and utilizing information in the input data. This approach is particu-
larly valuable in tasks that require a comprehensive understanding of both short-term 
nuances and long-term relationships within the data. The interplay between CNN and 
LSTM layers enhances the model’s capability to analyze complex sequences effec-
tively, making it a powerful tool in various applications, such as natural language 
processing and time series analysis. 

3.5 Diagrammatic Representation of Algorithms 

Figure 1 shows the flowchart of the hybrid deep learning algorithms. The common 
steps in the start include the input layer (to bring initial data in the input) followed 
by the dropout layer (used to reduce overfitting in the model) followed by the two 
convolution layers (as these are CNN hybrid algorithms). This is followed by max 
pooling (creates a down-sampled feature map) in all cases. Now for LSTM, it is 
followed by a flattened layer (converts the feature map to a single vector), while 
GRU and simple RNN are followed by another dropout layer. The last two layers are 
both dense layers for all three algorithms. 

4 Methodology 

4.1 Architecture 

The architecture of the code is explained further ahead (Fig. 2).
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Fig. 2 Architecture diagram 

4.2 Dataset Description and Sample Data 
Data Set Information 
The important details regarding the dataset are provided below (UCI Machine 
Learning Repository, 2013). The dataset was collected from the UCI Machine 
Learning Repository. The total number of records in this dataset for patients with 
liver conditions is 416, while the total number of records for patients without liver 
conditions is 167. The “Dataset” column acts as a class label to divide people into 
two groups: those with liver illness and those without. The data comes from North 
East of Andhra Pradesh, India. There are 142 female patients and 441 male patients 
included in the patient records. 

Attribute Information

• Age of the patient.
• The gender of the patient.
• Total Bilirubin.
• Direct Bilirubin.
• Alkaline Phosphatase.
• Alanine Aminotransferase.
• Aspartate Aminotransferase.
• Total Proteins.
• Albumin.
• Albumin and Globulin ratio.
• Class: field used to bifurcate the data into two subsets, distinguishing patients 

with liver disease from those without. 

Before loading the dataset, we should import all the required libraries such as 
pandas, tokenizer, numpy, seaborn, and label encoder to perform operations of imple-
menting deep learning models as well to perform steps of data preprocessing. Here, 
we have downloaded the dataset from the UCI repository and saved it as indian_ 
liver_patient.csv which is now loaded and can be read as a data frame which is now 
named as data.
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4.3 Data Preprocessing and Visualization 

While creating our paper, the dataset that we imported from the repository was not 
clean and formatted, and before employing the deep learning models on the data, 
it is very necessary to clean and put formatted data; hence, data preprocessing is 
required, and it is basically the process of preparing the raw data and making it ready 
for the deep learning model. 

Observations 
Using the “data.describe” command, we may get a number of insights from the 
dataset, including:

• Ten characteristics and one output variable make up the dataset.
• Notably, the “Albumin and Globulin ratio” feature has four missing data.
• While all other properties are represented as numeric variables, gender is a non-

numeric variable.
• The values of Alkaline Phosphatase, Alanine Aminotransferase and Aspartate 

Aminotransferase should be converted to floating-point values for improving 
accuracy (Table 1). 

Filling of Missing Values 
Finding missing variables and replacing them with the mean values are known as 
imputation. The “Albumin and Globulin ratio” column in our dataset had four missing 
values, which were replaced with the column’s mean value of 94.7. Subsequently, it 
is clear from the second image that the “A/G ratio” column is no longer blank.

Table 1 Dataset values used 
for the calculation along with 
their data types 

Variable Data type 

Age int64 

Total_Bilirubin float64 

Direct_Bilirubin float64 

Alkaline_Phosphotase int64 

Alamine_Aminotransferase int64 

Aspartate_Aminotransferase int64 

Total_Protiens float64 

Albumin float64 

Albumin_and_Globulin_Ratio float64 

Dataset int64 

dtype object 
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Identifying Duplicate Values 
There were about 13 duplicates found. It is crucial to keep in mind that duplicate 
values in a medical dataset can still be accurate; thus, we decided against eliminating 
any of these duplicate items. 

Resampling 
It is necessary to be applied due to the imbalancing nature of the dataset which 
is reflected in more number of liver disease patients than the non-liver patients in 
the dataset. For this an oversampling technique called SMOTE is applied, which 
generates new values for the minority data and synthesizes new samples. This process 
improves accuracy when implementing machine learning algorithms using the Weka 
Tool. Additionally, PCA was applied to achieve better results. Finally, combination 
of SMOTE and PCA was used to compare accuracy among various machine learning 
algorithms. 

4.4 Feature Selection 

Feature selection is a process of figuring out which inputs are the best for the model 
and checking if there is a possibility of eliminating certain inputs. Considering the 
dataset, we can see a very high linear relationship between Total and Direct Biliru-
bins, and by considering this linear relationship, Direct Bilirubin can be opted to be 
dropped, but as per medical analysis, Direct Bilirubin constitutes almost 10% of the 
Total Bilirubin and this 10% may prove crucial in obtaining higher accuracy for the 
model; thus, none of the features are removed. 

4.5 Train–Test Split 

A DL algorithm is evaluated using this. The process entails splitting the dataset into 
two subsets. It is a quick and simple process to carry out. We have taken into account 
80% of the training data and 20% of the testing data for the liver disease prediction 
model. 

4.6 Code Implementation 

The code for the three hybrid algorithms, RNN + CNN, LSTM + CNN, and GRU 
+ CNN, was run on an IDE and the results were noted for further analysis. The 
outputs for the hybrid algorithms listed the total parameters, trainable parameters 
and non-trainable parameters along with the loss and accuracy at each epoch.



10 D. U. Sompura et al.

5 Experimentation 

5.1 Result Analysis 

In the existing method [10], the researchers have used MLCNN-LDPS which 
provided an accuracy of 90.75%. We have used three hybrid algorithms: CNN + 
LSTM (99.02%), CNN + GRU (98.38%), and CNN + RNN (99.48%) and have 
achieved accuracy as high as 99.48% using filters like upscaling and PCA. We 
also used various algorithms and got the following accuracies—Naïve Bayes: 76%, 
Random Forest: 80.26%, Logistic: 72%, SVM: 76.93%, KNN: 76.67%. We used 
PCA and SMOTE to increase the number of cases in the dataset in a balanced way. 
This gave us better accuracies (Fig. 3; Table 2). 

Figure 4 shows the heat maps for the dataset. This helps visualize which areas 
matter the most in the dataset. The data variables are the x and y axes of the map.

0% 

100% 

Naïve Bayes Random Forest Logistic SVM KNN 

With SMOTE Without SMOTE 

PCA With SMOTE PCA Without SMOTE 

Fig. 3 Graphical representation of the table above 

Table 2 Table contains the accuracy of all the algorithms run on weka before and after applying 
PCA and SMOTE 

Algorithms With SMOTE 
(%) 

Without SMOTE 
(%) 

PCA with 
SMOTE (%) 

PCA without 
SMOTE (%) 

Naïve Bayes 76 62.6072 47.4667 31.38 

Random forest 80.2667 72.0412 84.2667 72.3842 

Logistic 
regression 

72 60.2058 88.5333 72.3842 

SVM 76.9333 64.494 78.5333 72.3842 

KNN 76.6667 66.7238 88.5333 72.3842 


